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Introduction 
The IBM-Illinois Discovery Accelerator Institute (IIDAI) is a new model of academic-industry partnership 
designed to increase access to technology education and skill development to spur breakthroughs in 
emerging areas of technology, referred to in this document as research thrusts, which include Hybrid 
Cloud & AI, Quantum Computing, Materials Discovery, and Sustainability to accelerate the discovery of 
solutions to complex global challenges. At its inception in Fall 2021, the Institute’s goal was to guide and 
support relevant projects within these thrusts. 

In 2023, the Institute entered a new phase by refocusing its activities on the development of an open 
high-performance computing platform to support AI-infused applications. This platform will link 
classical and quantum computing at the infrastructure layer while providing optimized AI model 
training and inferencing. It will enable the community to better cope with the Gen AI explosion that we 
are all witnessing while providing end-to-end security; it will also provide leverage for various strategic 
downstream activities within the Institute’s thrusts, including AI for code, sustainability, and accelerated 
materials discovery. While the development of the platform remains an aspirational goal, it has steered 
the selection of projects that are funded by the Institute. The following is a summary of activities that took 
place from August 2022 through August 2023. We conclude with a short preview of strategic goals for 2024 
and beyond. 
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Mission and Goals
The Hybrid Cloud & AI thrust is focused primarily on hybrid cloud technologies 
across the entire stack, spanning hardware, infrastructure and systems, operating 
systems, platform, middleware, software tools, and applications. Hybrid cloud 
technologies are at the core of all computing today, and the thrust therefore has 
strong synergies with other thrusts in the Institute, including those on sustainability, 
materials discovery, and quantum, as both a key platform enabler and a context 
provider. For example, sustainable computing is at the intersection of hybrid cloud 
and sustainability. Artificial intelligence (AI) is another computing discipline that is 
omnipresent today, again both as an important emerging workload and as a key 
enabling technology that promises innovative approaches to improve computing 
within the platform. 

As more and more workloads move to the cloud, new applications and workloads 
emerge. The cloud is becoming more distributed, and new challenges are arising 
in programmability, management, security, compliance, cost, performance, and 
power efficiency. Within and across almost every layer of the stack, there is a need 
to examine and re-architect fundamental aspects of hardware and software to 
address these challenges. The Hybrid Cloud & AI thrust has pursued a top-down 
approach by prioritizing the needs of strategic emerging workloads and domains 
like edge computing in addition to focusing on the needs of enterprise workloads to 
accelerate their move to the cloud. As a result, three areas have emerged in which 
we anticipate opportunities to have a significant impact on the evolution of cloud 
computing: 

Hybrid Cloud & AI

»   Emerging cloud applications, workloads, and environments, which 
entails development of a deep understanding of emerging needs to drive 
the evolution of hybrid cloud technologies.

»   Intelligent, safe, and resilient automation for the hybrid cloud 
platform to simplify management and operations while providing the 
desired performance, scale, efficiency, and availability (we call this the 
“self-driving cloud” vision and believe it could push forward the state of 
the art). 

»   Secure, efficient, and performant hardware, systems, and 
infrastructure encompassing specialized hardware like accelerators, 
SmartNICs, programmable software-defined infrastructure, novel 
approaches to systems design, and virtualization.
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The goal of the Hybrid Cloud & AI thrust is to generate tangible impact for the community at 
large while also influencing the technical strategy at IBM and the education agenda at UIUC. 
In setting goals for the thrust, we have considered two critical aspects. The first is significant 
research outcomes. These are measurable through publications, including academic papers 
in high-quality conferences and journals, blog articles, open-source contributions to strategic 
projects, and, where effective, creation of joint intellectual property through patents. The second 
is a culture of innovation enabled by open exchange of ideas and a high level of engagement 
and collaboration among faculty members, students, and IBM researchers. Activities we track 
to gauge progress on this goal include joint publications, number of graduate student theses 
based on work supported by the Institute, number of high-bandwidth collaborations enabled 
through mechanisms like externships and postdoctoral and sabbatical assignments at IBM, 
and information on IBM researchers who have presented invited lectures, taught classes, or 
influenced the curriculum. Joint pursuit of relevant external funding opportunities (like NSF 
grants) by collaborators within the Institute is another example of effective collaboration. 

Highlights of Accomplishments
The Hybrid Cloud & AI thrust made great progress 
towards the goals described above. We succeeded 
in establishing the culture we envisioned and in 
building a compelling vision together. In year 2, 54 
papers were published (about 30 of which were 
jointly authored by UIUC and IBM researchers; the 
count of 54 does not include papers published from 
the seed-funding projects), and an additional 11 
papers either were submitted or are being prepared 
for submission. There were also 5 invention/patent 
disclosures. Over 10 open-sourcing activities 
were completed, and opportunities for more were 
identified. Some successful student externships 
were completed in 2023 as well.

In addition to research publications, the joint 
projects produced media reports, datasets, and 
posters and presentations at esteemed forums and 
workshops.

Activities
The Hybrid Cloud & AI thrust carried out 
collaborative efforts whose eventual goal will be 
end-to-end demonstration of a new open-source 
hybrid cloud system that incorporates research 
outcomes across different projects, including 
ones addressing data management, auto-scaling, 
software-defined infrastructure, AI-driven resource 
management for energy efficiency, hardware 
virtualization, and security. 

Ten Hybrid Cloud & AI students visited IBM during 
Summer 2023 as externs. They worked closely 
with their IBM mentors, accessed IBM computing 
resources and data onsite, and made significant 
research progress through their externships.
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Mission and Goals
The Quantum Computing thrust aims to advance the field of quantum information 
science (QIS), integrate quantum discoveries with related future technologies, and 
train a new generation of students to work in quantum-related fields. QIS is moving 
quickly and showing promise, but is still in its early stages, with many unknowns. 
Progress in QIS relies on the creativity and ingenuity of physicists, computer 
scientists, electrical engineers, chemists, mathematicians, materials scientists, and 
industry experts.

Therefore, the Quantum Computing thrust takes an agile approach with bold 
programs that will change the way industry and academia collaborate to advance 
quantum hardware and approaches. The Quantum Computing thrust is addressing 
the most pressing and complex challenges in the field and preparing students for 
careers in QIS.

The Quantum Computing thrust strives to work with and recruit the most talented 
researchers from the quantum computing industry. It prioritizes building diversity at 
all levels and an inclusive community that is equitable and welcoming to all.

The goals of the Quantum Computing thrust are to:

»  Combine multiple academic disciplines and industrial research expertise to advance 
next-generation quantum hardware and software and pursue high-risk, high-reward research 
directions.

»  Promote future quantum computing infrastructure by involving researchers from a wide 
range of engineering fields in developing the classical toolchain and integrating modern 
computing architectures.

»  Pioneer educational tools and programs that open QIS to all learners and develop 
inclusive academic programs in quantum information science and engineering. 

»  Create a new model for equitable cloud access to advanced quantum computing 
hardware, which will enable a diverse set of learners and experts to familiarize themselves 
with QIS and contribute their expertise to advancing this field.

»  Expand the quantum workforce through focused internship and mentorship programs at 
the undergraduate, post-baccalaureate, graduate, and postdoctoral levels.
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Activities
The Quantum Computing thrust supports four 
research projects:

»  “Modular Quantum Computing Architec-
tures,” Matthias Steffen (IBM), Wolfgang Pfaff 
(UIUC)

»  “Optimal Measurements in State Discrim-
ination Problems and their Efficient Imple-
mentation,” Srinivasan Arunachalam (IBM), 
Eric Chitambar (UIUC), Felix Leditzky (UIUC)

»  “First-Principles Defect Simulations and 
Quantum Embedding,” Barbara Jones (IBM), 
Andre Schleife (UIUC)

»  “Superconducting Devices based on High 
Kinetic Inductances,” Matthias Steffen (IBM), 
Benjamin Wymore (IBM), Oliver Dial (IBM), 
Angela Kou (UIUC)

The Quantum Computing thrust supports one 
education/outreach project:

»  “Quantum Education and Training,” 
Kayla Lee (IBM), Brian DeMarco (UIUC), 
Emily Edwards (UIUC)

Highlights of Accomplishments
»  A de-mateable cable connection between 
separated transmon qubits housed in a single 
dilution refrigerator was demonstrated. A fast 
(100 ns) and high-fidelity (95%) SWAP gate 
was achieved through the connection. 
»  Significant progress was made on 
making a new qubit platform involving high 
kinetic-inductance devices. Resonators 
with inductors greater than 100 nH were 
characterized, and phase slip rates in 100 nm-
wide wires were made.
»  A paper describing the discovery of a new 
duality between teleportation and dense 
coding was published, and a paper on 
exponential separation between quantum 
statistical query learning and quantum 
probability approximately correct learning 
was published.
»  A novel error mitigation technique 
involving deep learning was developed and 
used to predict noiseless results for materials 
simulations.

There were also externships at IBM for the 
first time for the Quantum Computing thrust. 
Postdoc Vijaya Begum-Hudde spent several 
weeks working with Jones at IBM Almaden. 
Students Hanuel Kim and Louis Schatzki 
worked with Arunachalam at Yorktown 
Heights.
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Mission and Goals
IBM and UIUC have a common interest in developing tools for the future 
of materials discovery, including tools for extracting materials information 
from the scientific literature, frameworks for efficient simulation or virtual 
screening of materials candidates, AI models for hypothesis generation 
and materials evaluation, tools for retrosynthesis planning, and automated 
laboratory systems for the synthesis and analysis of candidate materials. 
Along with these technologies, there is a parallel need to develop a technical 
workforce skilled in modern materials discovery. 

Functional organic small molecules and polymers stand out as key areas 
of mutual interest. UIUC boasts the Molecule Maker Lab Institute, which 
emphasizes targeted reaction types (e.g., Suzuki couplings) and automated 
systems for complex chemical transformations. Meanwhile, IBM leverages 
its RXN framework for reaction prediction and retrosynthetic analysis, 
complemented by automated lab systems for small molecule and polymer 
synthesis. In both cases, a critical barrier to unlocking the full potential of 
automation lies in the need for more robust and extensive incorporation of 
AI tools and techniques, e.g., for tasks such as suggesting novel polymers or 
defining an optimal synthetic strategy. The goal of the Materials Discovery 
thrust is to accelerate the design and discovery of novel materials through 
the development of frontier AI/ML, high-throughput materials synthesis and 
characterization, and advanced laboratory automation tools. A secondary 
goal is to seed a new discovery-ready workforce through training of graduate 
students and development of deep relationships between IBM and UIUC.

Materials Discovery
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Highlights of Accomplishments
The major accomplishments of the 
thrust in this program year include (1) 
the development of a synthetic field 
guided asynchronous chemoenzymatic 
retrosynthesis planning algorithm (ACERetro) 
by leveraging template-free chemical 
retrosynthesis tools and template-based 
enzymatic retrosynthesis tools, and (2) the 
development of a multidisciplinary approach 
to further understand structure-property 
relationships of organic photovoltaics (OPVs) 
by integrating automated synthesis, machine 
learning, and closed-loop experimentation. 
Three manuscripts have been submitted. 
In addition, the thrust nucleated one seed 
project focusing on AI foundation models for 
materials, which led to the funding of a major 
project focusing on the development of AI 
foundation models for predicting materials 
properties in Year 3 and Year 4 and a minor 
project focusing on the development of 
foundation models for generating faithful 
retrosynthetic pathways and experimental 
procedures in Year 3. 

Activities
The joint UIUC and IBM team have been working 
on three distinct yet interconnected projects:

»  Development of a synthetic field guided 
asynchronous chemoenzymatic retrosynthesis 
planning algorithm (ACERetro) by leveraging template-
free chemical retrosynthesis tools and template-based 
enzymatic retrosynthesis tools. Chemoenzymatic 
synthesis integrates the advantages of chemocatalysis 
and biocatalysis to design efficient synthesis routes. 
ACERetro performs hybrid searches of molecules 
that are commercially available by prioritizing the 
exploration of the most promising synthetic field of 
molecules through a trained synthetic field score 
(SFScore). We also introduced a synthetic field 
guided synthesis route optimization algorithm. In 
the optimization algorithm, the SFScore can identify 
the crux steps that could potentially be optimized for 
a given synthesis route, and then ACERetro can be 
used to find bypasses. Overall, ACERetro represents 
a versatile and effective synthesis planning tool for 
chemoenzymatic synthesis, which opens a new avenue 
in catalysis. 

»  Development of a multidisciplinary approach to 
further understand structure-property relationships 
of organic photovoltaics (OPVs) by integrating 
automated synthesis, machine learning, and closed-
loop experimentation. Collaborating with the Molecule 
Maker Lab Institute, we explored oligomers using 
Suzuki-Miyaura cross-coupling chemistry, aiming 
to fill knowledge gaps in the field and achieve the 
“10-10” target (10% power conversion efficiency and 
10 years of photostability). The closed-loop system, 
incorporating Bayesian optimization and solution-
based testing, identifies thiophenes as optimal motifs 
for stable organic solar cells. The current study focuses 
on designing and synthesizing sequence-defined 
thiophene oligomers. Anticipated outcomes include 
advancing molecular design criteria, optimizing 
bandgap width, ultimately enhancing power 
conversion efficiency, and streamlining thiophene 
oligomer production for commercially viable OPVs, 
contributing to next-generation energy applications 
and climate change mitigation.
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Mission and Goals
The Sustainability thrust is focused on creating impactful work that aligns with 
the strategic vision of IBM and fits with the academic goals of the UIUC faculty 
and students in areas relevant to climate change and sustainability. IBM has 
been focusing on sustainability as a key area of growth both for IBM business 
units and for the IBM Research Division. IBM Research has a sharp focus on 
accelerating discovery in areas that are critical to reducing greenhouse gas 
emissions, decarbonizing operations, and analyzing the impact of the changing 
climate on businesses and communities. The goals of the Sustainability thrust 
reflect strategic objectives of the IBM Research Climate and Sustainability team: 
to accelerate scientific discovery across areas of materials for CO2 capture, 
sequestration, natural solutions for carbon sequestration, and climate impact 
modeling and prediction.

Highlights of Accomplishments
Accomplishments for the Sustainability thrust include: 

»  13 papers were published by researchers working on    
      projects within the Sustainability thrust.
»  15 tutorials have been presented at various      
     conferences.
»  4 keynote/invited talks were presented by         
     researchers working on projects within the    
     Sustainability thrust.

Sustainability
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Activities
Concluded projects
»  “An AI-based Framework for Accelerated Discovery of Climate Impacts 
on Different Societal Sectors” 
(PI: Atul K. Jain, Co-PIs: Lav Varshney, Donald Wuebbles, Ashish Sharma) 

The team (1) applied new state-of-the-art climate change datasets for statistical 
and dynamical downscaling, and then analyzed the resulting climate impacts and 
developed high-resolution datasets for the community of interest; (2) studied the 
impacts of past extreme climate events and farm management practices on agricul-
tural productivity; (3) developed machine learning models (MLMs) to estimate crop 
yield at regional and global scales; and (4) leveraged GAN for simulating synthetic 
climate scenarios and demonstrated the efficacy of the proposed method on two 
datasets (CHIRPS, WRF).

»  “Knowledge Engine for Catalysts for Carbon Dioxide Conversion and Utiliza-
tion” (PI: Jiawei Han, Co-PIs: Chengxiang Zhai, Jaemin Kim, Chinmoy Baroi)

The team developed (1) a method for taxonomy-guided fine-grained entity set 
expansion that can generate new entities of similar nature based on a provided 
corpus and a very small number of similar entities provided by users; (2) a novel 
algorithm that leverages Wide and Deep Reasoning to more effectively support 
complex question answering; and (3) novel architectures for adapting foundation 
large language models (LLMs) to the materials discovery domain.

»  Seed Project “Deep Climate Anomaly Modeling and Impact Analysis” 
(PI: Jingrui He, Co-PI: Hanghang Tong)

The team (1) developed an end-to-end deep generative model that takes as input 
the historical tensor time series, outputs the future tensor time series, and detects 
possible anomalies; (2) developed a multi-view autoencoder-based clustering 
framework, augmented by a similarity-guided contrastive loss, tailored for detect-
ing anomalous nodes within multi-view graphs; and (3) studied fairness-aware 
multi-view clustering.

»  Seed Project “An Innovative Framework to Quantify the Compound Heat-Tox-
icity from Ambient PM2.5 based on satellite data, measurements, and modeling” 
(PI: Vishal Verma, Co-PIs: Hannah Horowitz, Lei Zhao)

The team (1) performed high-resolution GEOS-Chem simulations of chemically 
resolved PM2.5 for a hindcast evaluation period for April to August 2021; (2) de-
veloped a dataset for oxidative potential from various chemical mixtures; and (3) 
tested several machine learning models of different capacities to predict oxidative 
potential from the chemical mixtures.
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Diversity, Equity, and Inclusion

Highlights of Accomplishments
Two new GIANT projects were identified and supported 
(https://idea.illinois.edu/giant/giant-project-
selections-2023) to augment the 5 selected in the previous 
year. The first cohort of 16 supported students successfully 
completed the ISUR undergraduate research program, and 
a second cohort of 20 students was recruited and identified. 
A new IIDAI-supported summer camp (Learning Electronics, 
AI, and Programming) was developed by faculty, staff, 
and graduate students and presented to 20 high school 
students. 2 high schoolers received support to participate 
in the Young Scholars research program and performed 
research with IIDAI faculty in the area of Quantum 
Computing. To support the GIANT program, a program 
coordinator (Bryana Rivera) was hired.

Mission and Goals
The DEI cross-cut in the IIDAI is aimed at leveraging and enhancing pro-
gramming that enables broader participation in activities of the Insti-
tute. The goal is to increase participation and retention of students from 
underrepresented groups through recruitment and mentoring by those 
involved in IIDAI as well as by developing and supporting pre-college 
activities in STEM. While direct involvement in IIDAI activities is desired, 
the importance of building the overall interest of students from a variety 
of backgrounds in STEM is a recognized goal of this cross-cut. Efforts in 
this area need to take a long view and consistently engage with student 
populations to encourage their participation.
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ISUR Program
In collaboration with the ISUR program, the DEI cross-cut is supporting 20 undergraduate researchers 
involved in 13 Hybrid Cloud & AI, 1 Quantum Computing, 1 Materials Discovery, and 2 Sustainability 
projects. The 20 students were selected from 58 applicants to serve as IIDAI Research Scholars working on 
these projects. The demographic makeup of the selected scholars is as follows: 60% women, 20% first-
generation college students, 15% Hispanic, 0% African-American. Students will continue their research 
through the Spring 2024 semester; they presented their work at the Illinois Scholars Undergraduate 
Research (ISUR) Expo on April 23, 2024.

GIANT Projects
Five projects co-funded by the DEI cross-cut and the IDEA Institute started in the Summer and Fall of 2022; 
two projects co-funded by IIDAI and the IDEA Institute started in Fall 2023. These projects are focused on 
pre-college family engagement (one project), skill development and career awareness for undergraduate 
students (three projects), building community and belonging for graduate students (two projects), and 
making lab courses more inclusive (one project). 

Three GIANT projects are led by teams of graduate students. These students are developing project man-
agement and leadership skills by carrying out all aspects of their projects (e.g., writing the proposal, lead-
ing a team, designing the research survey and getting IRB approval, running the initiative, and managing 
the budget). The Graduate Diversity Ambassadors program has 7 ambassadors (5 sponsored by IIDAI and 
2 sponsored by other sources). All five of the projects from 2022 were presented at the Spring 2023 IDEA 
conference.

Diversity, Equity, and Inclusion
Activities
The DEI cross-cut is engaging with IIDAI research teams to:
»  Identify and recruit IIDAI mentors and implement undergraduate research projects through 
the Illinois Scholars Undergraduate Research (ISUR) program. 
https://isur.engineering.illinois.edu

»  Support Grassroots Initiatives to Address Needs Together (GIANT) projects through the 
Institute for Inclusion, Diversity, Equity & Access IDEA.
https://idea.illinois.edu/

»  Develop and implement Worldwide Youth in Science and Engineering summer camp 
programming relevant to IIDAI technical research areas of interest. 
https://wyse.engineering.illinois.edu

»  Identify and recruit IIDAI projects and mentors and integrate them into the Young Scholars 
research program. 
https://wyse.engineering.illinois.edu/hs-summer-stem-research-programs/
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Concluding Remarks
The first 2 years of IIDAI have seen the successful launch of the four technical thrusts described 
in this report, helping the Institute reach its initial objective of developing strong bonds 
between UIUC and IBM Research while driving technical agendas in strategic areas. As we 
approach the completion of the initial set of projects defined during the launch, the Institute is 
preparing itself to enter a new phase with a focus on a smaller set of larger research initiatives 
aiming at producing external impact and eminence. Areas under consideration include the 
development of a platform for accelerated discovery powered by state-of-the-art multi-cloud 
technologies, bringing together classical and quantum computing seamlessly to support 
sustainability and materials discovery research. 
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Published in August 2022 – August 2023

Hybrid Cloud & AI Thrust

1. Arpandeep Khatua, Vikram Sharma Mailthody, Bhagyashree Taleka, Tengfei Ma, Xiang Song, and Wen-mei Hwu. 2023.   
 IGB: Addressing the Gaps in Labeling, Features, Heterogeneity, and Size of Public Graph Datasets for Deep Learning   
 Research. In Proceedings of the 29th ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD ‘23). 
 Association for Computing Machinery, New York, NY, USA, 4284–4295. https://doi.org/10.1145/3580305.3599843

2. Jinghan Huang, Jiaqi Lou, Yan Sun, Tianchen Wang, Eun Kyung Lee, Nam Sung Kim. Analyzing energy Efficiency of a   
 server with a SmartNIC under SLO Constraints. IEEE International Symposium on Performance Analysis of Systems and   
 Software (ISPASS), April 2023. https://doi.org/10.1109/ISPASS57527.2023.00044

3. Xinhao Kong, Jiaqi Lou, Wei Bai, Nam Sung Kim, Danyang Zhuo. Towards a manageable intra-host network. Workshop   
 on Hot Topics in Operating Systems (HotOS), June 2023. https://doi.org/10.1145/3593856

4. Haoran Qiu, Weichao Mao, Chen Wang, Hubertus Franke, Alaa Youssef, Zbigniew T. Kalbarczyk, Tamer Başar,
 Ravishankar K. Iyer (2023). AWARE: Automate Workload Autoscaling with Reinforcement Learning in Production Cloud   
 Systems. In Proceedings of the 2023 USENIX Annual Technical Conference (ATC 2023). 
 https://www.usenix.org/conference/atc23/presentation/qiu-haoran

5. Kindratenko project: Liu, T. et al. (2023). Cloud-Bursting and Autoscaling for Python-Native Scientific Workflows Using   
 Ray. In: Bienz, A., Weiland, M., Baboulin, M., Kruse, C. (eds) High Performance Computing. ISC High Performance 2023.   
 Lecture Notes in Computer Science, vol 13999. Springer, Cham. https://doi.org/10.1007/978-3-031-40843-4_16.

6. Yuqi Xue, Yiqi Liu, Lifeng Nai, and Jian Huang. 2023. V10: Hardware-Assisted NPU Multi-tenancy for Improved Resource   
 Utilization and Fairness. In Proceedings of the 50th Annual International Symposium on Computer Architecture   
 (ISCA ’23), June 17–21, 2023, Orlando, FL, USA. ACM, New York, NY, USA, 15 pages. 
 https://doi.org/10.1145/3579371.3589059

7. Yuqi Xue, Yiqi Liu, and Jian Huang. 2023. System Virtualization for Neural Processing Units. In Workshop on Hot Topics   
 in Operating Systems (HotOS ’23), June 22–24, 2023, Providence, RI, USA. ACM, New York, NY, USA, 7 pages. 
 https://doi.org/10.1145/3593856.3595912

8. W. Ren, W. Kozlowski, S. Koteshwara, M. Ye, H. Franke and D. Chen, “AccShield: a New Trusted Execution Environment   
 with Machine-Learning Accelerators,” 2023 60th ACM/IEEE Design Automation Conference (DAC), San Francisco, CA,   
 USA, 2023, pp. 1-6. https://doi.org/10.1109/DAC56929.2023.10247768

9. Shin, J., Arroyo, D., Tantawi, A., Wang, C., Youssef, A., and Nagi, R. “Cloud-native Workflow Scheduling using a Hybrid   
 Priority Rule and Dynamic Task Parallelism,” ACM Symposium on Cloud Computing (SoCC’22), November 2022, San   
 Francisco, CA. https://doi.org/10.1145/3542929.3563495

10. Jaron Mink, Hadjer Benkraouda, Limin Yang, Arridhana Ciptadi, Ali Ahmadzadeh, Daniel Votipka, Gang Wang.    
 Everybody’s Got ML, Tell Me What Else You Have: Practitioners’ Perception of ML-Based Security Tools 
 and Explanations. In The 44th IEEE Symposium on Security and Privacy, San Francisco, CA, May 2023. [IEEE SP 2023 a]   
 https://doi.org/10.1109/SP46215.2023.10179321

11. Limin Yang, Zhi Chen, Jacopo Cortellazzi, Feargus Pendlebury, Kevin Tu, Fabio Pierazzi, Lorenzo Cavallaro, Gang Wang.   
 Jigsaw Puzzle: Selective Backdoor Attack to Subvert Malware Classifiers. In The 44th IEEE Symposiubm on Security and   
 Privacy, San Francisco, CA, May 2023. [IEEE SP 2023 b] https://doi.org/10.1109/SP46215.2023.10179347
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12. Zhi Chen, Zhenning Zhang, Zeliang Kan, Limin Yang, Jacopo Cortellazzi, Feargus Pendlebury, Fabio Pierazzi, Lorenzo   
 Cavallaro, Gang Wang. Is It Overkill? Analyzing Feature-Space Concept Drift in Malware Detectors. In Deep Learning   
 Security and Privacy Workshop (DLSP), San Francisco, CA, May 2023. [DLSP 2023] 
 https://doi.org/10.1109/SPW59333.2023.00007

13. WISE: Predicting the Performance of Sparse Matrix Vector Multiplication with Machine Learning, by Serif Yesil, Azin   
 Heidarshenas, Adam Morrison, Josep Torrellas, In Symposium on Principles and Practice of Parallel Programming   
 (PPoPP), February 2023. https://doi.org/10.1145/3572848.3577506

14. SPADE: A Flexible and Scalable Accelerator for SpMM and SDDMM, by Gerasimos Gerogiannis, Serif Yesil, Damitha   
 Lenadora, Dingyuan Cao, Charith Mendis, Josep Torrellas, In International Symposium on Computer Architecture   
 (ISCA), June 2023. https://doi.org/10.1145/3579371.3589054

15. SpecFaaS: Accelerating Serverless Applications with Speculative Function Execution, by Jovan Stojkovic, Tianyin Xu,   
 Hubertus Franke, Josep Torrellas. In International Symposium on High Performance Computer Architecture (HPCA), 
 February 2023. https://doi.org/10.1109/HPCA56546.2023.10071120

16. MXFaaS: Resource Sharing in Serverless Environments for Parallelism and Efficiency, by Jovan Stojkovic, Tianyin Xu,   
 Hubertus Franke, Josep Torrellas, in International Symposium on Computer Architecture (ISCA), June 2023. 
 https://doi.org/10.1145/3579371.3589069

17. R. Krishna et al., “Signal and Power Integrity Design and Analysis for Bunch-of-Wires (BoW) Interface for Chiplet   
 Integration on Advanced Packaging,” 2023 IEEE 73rd Electronic Components and Technology Conference (ECTC), 
 Orlando, FL, USA, 2023, pp. 1004-1011. https://doi.org/10.1109/ECTC51909.2023.00171

18. Sirui Xu, Yu-Xiong Wang, Liangyan Gui. Stochastic Multi-Person 3D Motion Forecasting. In International Conference on   
 Learning Representations, 2023. (Notable-Top-25%) https://doi.org/10.48550/arXiv.2306.05421

19. Courtney McBeth, James Motes, Diane Uwacu, Marco Morales, Nancy M. Amato ``Scalable Multi-robot Motion   
 Planning for Congested Environments With Topological Guidance’’, in IEEE Robotics and Automation Letters 
 RA-L, vol.8, no.11, pp TBD, 2022, doi: 10.1109/LRA.2023.3312980, submitted 25 May 2023, accepted 17 August 2023,   
 published 7 September 2023. https://doi.org/10.1109/LRA.2023.3312980

20. Shengcao Cao, Dhiraj Joshi, Liangyan Gui, Yu-Xiong Wang. Contrastive Mean Teacher for Domain Adaptive Object   
 Detectors. In IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2023. https://doi.org/10.1109/  
 CVPR52729.2023.02283

21. Yunze Man, Liangyan Gui, Yu-Xiong Wang. BEV-Guided Multi-Modality Fusion for Driving Perception. In IEEE/CVF   
 Conference on Computer Vision and Pattern Recognition (CVPR), 2023. https://doi.org/10.1109/CVPR52729.2023.02103

22. Jun-Kun Chen, Jipeng Lyu, Yu-Xiong Wang. NeuralEditor: Editing Neural Radiance Fields via Manipulating Point Clouds.  
 In IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2023. https://doi.org/10.1109/   
 CVPR52729.2023.01197 

23. Mingtong Zhang, Shuhong Zheng, Zhipeng Bao, Martial Hebert, Yu-Xiong Wang. Beyond RGB: Scene-Property Synthesis  
 with Neural Radiance Fields. In IEEE/CVF Winter Conference on Applications of Computer Vision (WACV), 2023.    
 https://doi.org/10.1109/WACV56688.2023.00086 

24. Kuan-Ying Lee, Yuanyi Zhong, Yu-Xiong Wang. Do Pre-Trained Models Benefit Equally in Continual Learning? In IEEE/CVF  
 Winter Conference on Applications of Computer Vision (WACV), 2023. https://doi.org/10.1109/WACV56688.2023.00642

25. Diane Uwacu, Ananya Yammanuru, Marco Morales, Nancy M. Amato ``Hierarchical Planning with Annotated Skeleton   
 Guidance’’, in IEEE Robotics and Automation Letters RA-L, vol.7, no.4, pp. 11055-11061, 2022, doi: 
 10.1109/LRA.2022.3196885, submitted Feb 24, 2022, accepted July 14, 2022, published August 2022.     
 https://doi.org/10.1109/LRA.2022.3196885
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26. Kai Yan, Alexander G. Schwing, Yu-Xiong Wang. CEIP: Combining Explicit and Implicit Priors for Reinforcement 
 Learning with Demonstrations. In Conference on Neural Information Processing Systems (NeurIPS), 2022.     
 https://doi.org/10.48550/arXiv.2210.09496l

27. Jun-Kun Chen, Yu-Xiong Wang. PointTree: Transformation Robust Point Cloud Encoder with Relaxed K-D Trees. 
 In European Conference on Computer Vision (ECCV), 2022. https://doi.org/10.1007/978-3-031-20062-5_7

28. Sirui Xu, Yu-Xiong Wang, Liangyan Gui. Diverse Human Motion Prediction Guided by Multi-Level Spatial Temporal   
 Anchors. In European Conference on Computer Vision (ECCV), 2022. https://doi.org/10.1007/978-3-031-20047-2_15

29. Amnon Attali, Stav Ashur, Isaac Burton Love, Courtney McBeth, James Motes, Diane Uwacu, Marco Morales, Nancy M.   
 Amato, ``Evaluating Guiding Space for Motion Planning’’, IROS 2022 Workshop on Evaluating Motion Planner 
 Performance: Metrics, Tools, Datasets, and Experimental Design, October 23, 2022. 
 https://doi.org/10.48550/arXiv.2210.08640

30. Yu Zhang, Yunyi Zhang, Yucheng Jiang, Martin Michalski, Yu Deng, Lucian Popa, ChengXiang Zhai, Jiawei Han, “Entity   
 Set Co-Expansion in StackOverflow”, in Proc. of 2022 Int. Workshop on Knowledge Discovery and Data Mining in IT 
 Operations (BigData-IT-2022), co-located with 2022 IEEE Int. Conf. on Big Data (IEEE BigData 2022), Osaka, Japan, 
 Dec. 2022. https://doi.org/10.1109/BigData55660.2022.10020770

31. Pritom Saha Akash, Jie Huang, Kevin Chen-Chuan Chang, Yunyao Li, Lucian Popa, ChengXiang Zhai, Domain    
 Representative Keywords Selection: A Probabilistic Approach. ACL (Findings) 2022: 679-692.
  https://doi.org/10.48550/arXiv.2203.10365 

32. Bhavya Bhavya, Jinjun Xiong, and Chengxiang Zhai. “CAM: A Large Language Model-based Creative Analogy Mining   
 Framework”, In Proceedings of the ACM Web Conference, 2023. https://doi.org/10.1145/3543507.3587431

33. Bowen Jin, Yu Zhang, Qi Zhu, Jiawei Han, “Heterformer: Transformer-based Deep Node Representation Learning on   
 Heterogeneous Text-Rich Networks”, in Proc. 2023 ACM SIGKDD Int. Conf. on Knowledge Discovery and 
 Data Mining (KDD’23), Long Beach, CA, August 2023. https://doi.org/10.1145/3580305.3599376

34. Bowen Jin, Wentao Zhang, Yu Zhang, Yu Meng, Xinyang Zhang, Qi Zhu and Jiawei Han, “Patton: Language Model   
 Pretraining on Text-Rich Networks”, in Proc. 2023 Annual Meeting of the Association for Computational Linguistics   
 (ACL’23), Toronto, Canada July 2023. https://doi.org/10.48550/arXiv.2305.12268

35. Bowen Jin, Yu Zhang, Yu Meng, Jiawei Han, “Edgeformers: Graph-Empowered Transformers for Representation   
 Learning on Textual-Edge Networks”, in Proc.  Int. Conf. on Learning Representations (ICLR’23), Kigali Rwanda, 
 May 2023. https://doi.org/10.48550/arXiv.2302.11050

36. Yu Zhang, Yunyi Zhang, Martin Michalski, Yucheng Jiang, Yu Meng, and Jiawei Han, “Effective Seed-Guided Topic   
 Discovery by Integrating Multiple Types of Contexts”, in Proc. 2023 ACM Int. Conf. on Web Search and Data Mining 
 (WSDM’23), Singapore, Feb. 2023. https://doi.org/10.1145/3539597.3570475

37. R. Baltaji and P. Thakkar, “Probing Numeracy and Logic of Language Models of Code,” in 1st International Workshop on   
 Interpretability and Robustness in Neural Software Engineering (InteNSE’23), Melbourne, Australia, 14 May 2023. 
 https://doi.org/10.1109/InteNSE59150.2023.00006

38. Deepti Kalasapura, Jinyang Li, Shengzhong Liu, Yizhuo Chen, Ruijie Wang, Tarek Abdelzaher, Matthew Caesar,    
 Joydeep Bhattacharyya, Jae Kim, Guijun Wang, Greg Kimberly, Josh Eckhardt, Denis Osipychev, 
 “TwinSync: A Digital Twin Synchronization Protocol for Bandwidth-limited IoT Applications,” In Proc. 32nd    
 International Conference on Computer Communications and Networks (ICCCN), Honolulu, HI, July 2023. 
 https://doi.org/10.1109/ICCCN58024.2023.10230154

39. Tarek Abdelzaher, Matthew Caesar, Charith Mendis, Klara Nahrstedt, Mani Srivastava and Minlan Yu, “Challenges in   
 Metaverse Research: An Internet of Things Perspective,” In Proc. 1st IEEE International Conference on Metaverse 
 Computing, Networking and Applications (MetaCom), Kyoto, Japan, June 2023. 
 https://doi.org/10.1109/MetaCom57706.2023.00042



THE GR AINGER COLLEGE OF ENGINEERING   //  IBM-ILLINOIS DISCOVERY ACCELER ATOR INSTITUTE

40. Tarek Abdelzaher, Kunal Agrawal, Sanjoy Baruah, Alan Burns, Robert I. Davis, Zhishan Guo, Yigong Hu, “Scheduling   
 IDK Classifiers with Arbitrary Dependences to Minimize the Expected Time to Successful Classification,” 
 Journal of Real-time Systems, March 2023. https://doi.org/10.1007/s11241-023-09395-0

41. Tianshi Wang, Denizhan Kara, Jinyang Li, Shengzhong Liu, Tarek Abdelzaher, Brian Jalaian, The “Methodological Pitfall   
 of Dataset-Driven Research on Deep Learning: An IoT Example,” In Proc. Military Communications Conference 
 (MILCOM), IoT-AE Workshop, Rockville, MD, December 2022. https://doi.org/10.1109/MILCOM55135.2022.10017612

42. Yigong Hu, Ila Gokarn, Shengzhong Liu, Archan Misra, Tarek Abdelzaher, “Underprovisioned GPUs: On Sufficient   
 Capacity for Real-Time Mission-Critical Perception,” In Proc. 32nd International Conference on Computer 
 Communications and Networks (ICCCN), Honolulu, HI, July 2023. https://doi.org/10.1109/ICCCN58024.2023.10230127

43. Shengzhong Liu, Xinzhe Fu, Yigong Hu, Maggie Wigness, Philip David, Shuochao Yao, Lui Sha, and Tarek Abdelzaher,   
 “Generalized Self-Cueing Real-Time Attention Scheduling with Intermittent Inspection and Image Resizing,” Journal of   
 Real-time Systems, June 2023. https://doi.org/10.1007/s11241-023-09396-z

44. Mudhakar Srivatsa, Tarek Abdelzaher, Ting He, “Artificial Intelligence for Edge Computing,” Springer 2023. https://  
 books.google.com/books?hl=en&lr=&id=MpvqEAAAQBAJ&oi=fnd&pg=PR5&dq=Artificial+Intelligence+for+Edge+Com  
 puting+-+srivatsa&ots=aibmaJMtcF&sig=YGK61zN4v4mwWAsEa8VettcX50Y#v=onepage&q=Artificial%20   
 Intelligence%20for%20Edge%20Computing%20-%20srivatsa&f=false

45. Adel Ejjeh, Aaron Councilman, Akash Kothari, Maria Kotsifakou, Leon Medvinsky, Abdul Rafae Noor, Hashim Sharif, Yifan  
 Zhao, Sarita Adve, Sasa Misailovic, Vikram Adve, “HPVM: Hardware-Agnostic Programming for Heterogeneous Parallel   
 Systems,” IEEE Micro, Vol. 42, No. 5, Sept-Oct. 2022. https://doi.org/10.1109/MM.2022.3186547

46. Hashim Sharif, Yifan Zhao, Peter Pao-Huang, Vatsin Shah, Arun Sivakumar, Mateus Valverde, Mohd. Abdulrahman,   
 Nathan Zhao, Keyur Joshi, Sarita Adve, Girish Chowdhary, Sasa Misailovic, Vikram Adve, “ApproxCaliper: 
 A Programmable Framework for Application-aware Neural Network Optimization,” Sixth Conference on Machine   
 Learning and Systems (MLSys’23), Miami Beach, USA, June 2023. https://proceedings.mlsys.org/paper_files/paper
 /2023/hash/89efa87dc8f0a5d18e4ae0a479658f60-Abstract-mlsys2023.html

Sustainability Thrust

47. Choraria M, D Szwarcman, B Zadrozny, C Watson, and LR. Varshney. Controllable Generation for Climate Modeling.   
 Neural Information Processing Systems (NeurIPS 2022) Workshop, Virtual, Dec 2-9, 2022. 
 https://s3.us-east-1.amazonaws.com/climate-change-ai/papers/neurips2022/61/paper.pdf

48. Yu Zhang, Yunyi Zhang, Yucheng Jiang, Martin Michalski, Yu Deng, Lucian Popa, ChengXiang Zhai, Jiawei Han. 
 Entity Set Co-Expansion in StackOverflow. IEEE Big Data 2022: 4792-4795. 
 https://doi.org/10.1109/BigData55660.2022.10020770

49. Jinfeng Xiao, Mohab Elkaref, Nathan Herr, Geeth De Mel, and Jiawei Han, “Taxonomy-Guided Fine-Grained    
 Entity Set Expansion”, in Proc. 2023 SIAM Conf. on Data Mining (SDM’23), Minneapolis, MN, Apr. 2023. https://doi.  
 org/10.1137/1.9781611977653.ch71

50. D. Wang, Y. Yan, R. Qiu, Y. Zhu, K. Guan, A. Margenot, H. Tong. Networked Time Series Imputation via Position-aware   
 Graph Enhanced Variational Autoencoders. KDD 2023. https://doi.org/10.1145/3580305.3599444

51. L. Zheng, Y. Zhu, J. He. Fairness-aware Multi-view Clustering. SDM 2023. https://doi.org/10.1137/1.9781611977653.ch96

52. Basu S, M. Choraria, and L. R. Varshney. Transformers are Universal Predictors. Neural Compression Workshop 
 (ICML 2023), Honolulu, Hawaii, 29 July 2023. https://doi.org/10.48550/arXiv.2307.07843

53. Choraria M, I. Ferwana, A. Mani, and L. R. Varshney. Learning Optimal Features via Partial Invariance. The 37th AAAI   
 Conference on Artificial Intelligence, Washington, DC, 7-14 February 2023. https://doi.org/10.1609/aaai.v37i6.25875
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Published After August 2023

Hybrid Cloud & AI  Thrust

1. [Best Paper Runner-up Award] Jinghan Huang, Jiaqi Lou, Yan Sun, Tianchen Wang, Eun Kyung Lee, and Nam Sung Kim.   
 Making sense of using a SmartNIC to reduce datacenter tax from SLO and TCO perspectives. IEEE International 
 Symposium on Workload Characterization (IISWC), October 2023. https://doi.org/10.1109/IISWC59245.2023.00025

2. Weichao Mao, Haoran Qiu, Chen Wang, Hubertus Franke, Zbigniew T. Kalbarczyk, Ravishankar K. Iyer, Tamer Başar   
 (2023). Multi-Agent Meta-Reinforcement Learning: Sharper Convergence Rates with Task Similarity. In Proceedings of   
 the 37th Conference on Neural Information Processing Systems (NeurIPS 2023). https://proceedings.neurips.   
 cc/paper_files/paper/2023

3. Acto: Automatic End-to-End Testing for Operation Correctness of Cloud System Management, Jiawei Tyler Gu,    
 Xudong Sun, Wentao Zhang, Yuxuan Jiang, Chen Wang, Mandana Vaziri, Owolabi Legunsen, and Tianyin Xu, In    
 Proceedings of the 29th ACM Symposium on Operating Systems Principles (SOSP’23), Koblenz, Germany, Oct.    
 2023. https://doi.org/10.1145/3600006.3613161

4. RackBlox: A Software-Defined Rack-Scale Storage System with Network-Storage Co-Design. Benjamin Reidys, Yuqi Xue,   
 Daixuan Li, Bharat Sukhwani, Wen-mei Hwu, Deming Chen, Sameh Asaad, Jian Huang. To appear in the Proceedings 
 of the 29th ACM Symposium on Operating Systems Principles (SOSP’23), 2023.
  https://doi.org/10.1145/3600006.3613170

5. Shengcao Cao, Mengtian Li, James Hays, Deva Ramanan, Yu-Xiong Wang, Liangyan Gui. Learning Lightweight Object   
 Detectors via Progressive Knowledge Distillation. In International Conference on Machine Learning (ICML), 2023. 
 https://doi.org/10.48550/arXiv.2308.09105

6. Yunze Man, Liangyan Gui, Yu-Xiong Wang. DualCross: Cross-Modality Cross-Domain Adaptation for Monocular BEV   
 Perception. In IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2023.
  https://doi.org/10.1109/IROS55552.2023.10341473

7. Ziqi Pang, Deva Ramanan, Mengtian Li, Yu-Xiong Wang. Streaming Motion Forecasting for Autonomous Driving. In IEEE/  
 RSJ International Conference on Intelligent Robots and Systems (IROS), 2023. 
 https://doi.org/10.1109/IROS55552.2023.10341894

8. Shengcao Cao, Dhiraj Joshi, Liangyan Gui, Yu-Xiong Wang. HASSOD: Hierarchical Adaptive Self-Supervised Object   
 Detection. In Conference on Neural Information Processing Systems (NeurIPS), 2023.
  https://doi.org/10.48550/arXiv.2402.03311

9. Jiahua Dong, Yu-Xiong Wang. ViCA-NeRF: View-Consistency-Aware 3D Editing of Neural Radiance Fields. In Conference   
 on Neural Information Processing Systems (NeurIPS), 2023. https://doi.org/10.48550/arXiv.2402.00864]

10. Kai Yan, Alexander G. Schwing, Yu-Xiong Wang. A Simple Solution for Offline Imitation from Observations and Examples   
 with Possibly Incomplete Trajectories. In Conference on Neural Information Processing Systems (NeurIPS), 2023. 
 https://doi.org/10.48550/arXiv.2311.01329

11. Courtney McBeth, James Motes, Marco Morales, and Nancy M. Amato, ``Hypergraph-based Multi-robot Motion   
 Planning with Topological Guidance’’, IROS 2023 Workshop on Enabling Robot Swarms Across Scales, October 5, 2023. 
 https://doi.org/10.48550/arXiv.2311.10176

12. James Motes, Tan Chen, Timothy Bretl, Marco Morales, Nancy M. Amato ``Hypergraph-Based Multi-Robot Task and   
 Motion Planning’’, in IEEE Transactions on Robotics (T-RO), vol. 31, no. 5, pp. 4166--4186, doi: 
 10.1109/TRO.2023.3297011, submitted April 13, 2023, accepted June 13 2023, Published Oct 4 2023. 
 https://doi.org/10.1109/TRO.2023.3297011

13. Bhavya Bhavya, Paulina Toro Isaza, Yu Deng, Michael Nidd, Amar Prakash Azad, Larisa Shwartz, ChengXiang Zhai,   
 Exploring Large Language Models for Low-Resource IT Information Extraction, Proceedings of the 23rd 
 IEEE International Conference on Data Mining (AIOps Workshop), 2023. https://doi.org/10.1109/    
 ICDMW60847.2023.00157
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14. P. Pauli, A. Havens, A. Araujo, S. Garg, F. Khorrami, F. Allgöwer, and B. Hu. Novel quadratic constraints for extending   
 LipSDP beyond slope-restricted activations. The International Conference on Learning Representations (ICLR), 2024. 
 https://doi.org/10.48550/arXiv.2401.14033

15. X. Guo, D. Keivan, G. Dullerud, P. Seiler, and B. Hu. Complexity of derivative-free policy optimization for structured H∞   
 control. Conference on Neural Information Processing Systems (NeurIPS), 2023. https://proceedings.
 neurips.cc/paper_files/paper/2023/hash/1052b823a161aa2c808dd51c0f58dc37-Abstract-Conference.html

16. Havens, A. Araujo, S. Garg, F. Khorrami, and B. Hu. Exploiting connections between Lipschitz structures for certifiably   
 robust deep equilibrium models. Conference on Neural Information Processing Systems (NeurIPS), 2023. 
 https://proceedings.neurips.cc/paper_files/paper/2023/hash/4462db5eee6823b2abad0d1f955e187a-Abstract-  
 Conference.html

17. X. Wu and L. R. Varshney, “Transformer-based Causal Language Models from a Meta-Learning Perspective,” NeurIPS   
 Workshop on Attributing Model Behavior at Scale, New Orleans, Louisiana, 15 December 2023. 
 https://doi.org/10.48550/arXiv.2310.05884

18. Haofeng Sun, Bobi Shi, José E. Schut-Ainé, “Modeling and Analysis of Heterogeneous Integrated Chiplet-to-Chiplet   
 Communication Link in 2.5D Advanced Packaging”, accepted for presentation at ECTC 2024, May 2024.

19. Tianshi Wang, Jinyang Li, Ruijie Wang, Denizhan Kara, Shengzhong Liu, Davis Wertheimer, Antoni Martin, Raghu   
 Ganti, Mudhakar Srivatsa, and Tarek Abdelzaher, “SudokuSens: Enhancing Deep Learning Robustness for IoT Sensing   
 Applications using a Generative Approach,” In Proc. ACM Sensys, Istanbul, Turkey, November 2023. https://dl.acm.org/  
 doi/proceedings/10.1145/3625687

20. Shengzhong Liu, Tomoyoshi Kimura, Dongxin Liu, Ruijie Wang, Jinyang Li, Suhas Diggavi, Mani Srivastava, and Tarek   
 Abdelzaher. “FOCAL: Contrastive learning for multimodal time-series sensing signals in factorized orthogonal latent   
 space,” Advances in Neural Information Processing Systems 36 (2024). https://proceedings.neurips.cc/paper_
 files/paper/2023/hash/93e98ddf39a9beb0a97fbbe56a986c80-Abstract-Conference.html

21. Hongpeng Guo, Haotian Gu, Xiaoyang Wang, Bo Chen, Eun Kyung Lee, Tamar Eilam, Deming Chen, Klara Nahrstedt,   
 FedCore: Straggler-Free Federated Learning with Distributed Coresets. IEEE Communication Conference (ICC 2024).
  https://doi.org/10.48550/arXiv.2402.00219

22. Yu Zhang, Yunyi Zhang, Yanzhen Shen, Yu Deng, Lucian Popa, Larisa Shwartz, ChengXiang Zhai, Jiawei Han. Seed-  
 Guided Fine-Grained Entity Typing in Science and Engineering Domains, Proceedings of the AAAI Conference on   
 Artificial Intelligence 2024, Vol. 38, No. 17, AAAI-24 Technical Tracks 17. https://doi.org/10.1609/aaai.v38i17.29933

Quantum Thrust

23. Gali, A., Schleife, A., Heinrich, A. J., Laucht, A., Schuler, B., Chakraborty, C., ... & Ping, Y. (2024). Challenges in advancing   
 our understanding of atomic-like quantum systems: Theory and experiment. MRS Bulletin, 1-21. 
 https://doi.org/10.1557/s43577-023-00659-5

24. E. Chitambar and F. Leditzky, “On the Duality of Teleportation and Dense Coding,” in IEEE Transactions on Information   
 Theory, vol. 70, no. 5, pp. 3529-3537, May 2024, https://doi.org/10.1109/TIT.2023.3331821

25. Hamilton, G.A., Leditzky, F. Probing Multipartite Entanglement Through Persistent Homology. Commun. Math. Phys.   
 405, 125 (2024). https://doi.org/10.1007/s00220-024-04953-4

26. Arunachalam, Srinivasan, Vojtech Havlicek, and Louis Schatzki. “On the role of entanglement and statistics in learning.”  
 Advances in Neural Information Processing Systems 36 (2024) https://proceedings.neurips.cc/paper_files/paper/2023
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Sustainability Thrust

27. Ming Zhong, Siru Ouyang, Yizhu Jiao, Priyanka Kargupta, Leo Luo, Yanzhen Shen, Bobby Zhou, Xianrui Zhong, Xuan Liu,   
 Hongxiang Li, Jinfeng Xiao, Minhao Jiang, Vivian Hu, Xuan Wang, Heng Ji, Martin Burke, Huimin Zhao and Jiawei Han,   
 “Reaction Miner: An Integrated System for Chemical Reaction Extraction from Textual Data”, (System Demonstration),   
 Conf. on Empirical Methods in Natural Language Processing (EMNLP’23), Singapore, Dec. 2023.
  https://doi.org/10.18653/v1/2023.emnlp-demo.36

28. W. Bao, T. Wei, H. Wang, J. He. Adaptive Test-Time Personalization for Federated Learning. NeurIPS 2023. https://doi.  
 org/10.48550/arXiv.2310.18816

Materials Discovery Thrust

29. Angello N, Friday D, Hwang C, Yi S, Cheng A, Torres-Flores T, et al. Closed-Loop Transfer Enables AI to Yield Chemical   
 Knowledge. ChemRxiv. 2023; https://doi.org/10.26434/chemrxiv-2023-jqbqt  

30. X. Liu, H. Li, and H. Zhao. “Synthetic Field Guided Asynchronous Chemoenzymatic Synthesis Planning.” Nature   
 Communications, in revision. 

31. H. Li, X. Liu, G. Jiang, and H. Zhao. “Chemoenzymatic Synthesis Planning Guided by Reaction Type Score.” ACS   
 Catalysis, under review.
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