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ABSTRACT

The applications of ultrafast optics to biomedical microscopy have expanded rapidly in recent years, including interferometric techniques like
optical coherence tomography and microscopy (OCT/OCM). The advances of ultra-high resolution OCT and the inclusion of OCT/OCM in
multimodal systems combined with multiphoton microscopy have marked a transition from using pseudo-continuous broadband sources,
such as superluminescent diodes, to ultrafast supercontinuum optical sources. We report anomalies in the dispersion profiles of low-coherence
ultrafast pulses through long and non-identical arms of a Michelson interferometer that are well beyond group delay or third-order disper-
sions. This chromatic anomaly worsens the observed axial resolution and causes fringe artifacts in the reconstructed tomograms in OCT/OCM
using traditional algorithms. We present DISpersion COmpensation Techniques for Evident Chromatic Anomalies (DISCOTECA) as a
universal solution to address the problem of chromatic dispersion mismatch in interferometry, especially with ultrafast sources. First, we
demonstrate the origin of these artifacts through the self-phase modulation of ultrafast pulses due to focusing elements in the beam path.
Next, we present three solution paradigms for DISCOTECA: optical, optoelectronic, and computational, along with quantitative compar-
isons to traditional methods to highlight the improvements to the dynamic range and axial profile. We explain the piecewise reconstruction
of the phase mismatch between the arms of the spectral-domain interferometer using a modified short-term Fourier transform algorithm
inspired by spectroscopic OCT. Finally, we present a decision-making guide for evaluating the utility of DISCOTECA in interferometry and
for the artifact-free reconstruction of OCT images using an ultrafast supercontinuum source for biomedical applications.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0207414

INTRODUCTION sectioned high-resolution three-dimensional images of the backscat-
tered light. In biomedicine, the widely used implementations of

Low-coherence interferometry is among the most ubiquitous low coherence interferometry are optical coherence tomography
techniques for metrology due to its simplicity and versatility in (OCT) and microscopy (OCM). OCT/OCM has evolved beyond
design. From material characterization to biomedical applications, structural imaging to include functional imaging capabilities' such
interferometric detection of broadband light can generate axially as elastography,”’ angiography,® spectroscopy,” and polarimetry.®
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While initially touted as the optical analog to pulse-echo ultra-
sound,’ the spatial resolution of OCT/OCM has rapidly improved in
the last two decades to achieve sub-micron spatial resolution, both
laterally and axially.” Additionally, OCT/OCM is highly conducive
to multimodal imaging systems” due to its relatively simple design.
Multimodal systems have combined OCT/OCM with techniques
such as multiphoton microscopy ~ (MPM), fluorescence lifetime
imaging microscopy (FLIM), and photoacoustic microscopy.
The advances in both ultra-high-resolution'® (UHR) OCT/OCM
and multimodal imaging were enabled by innovations in optical
sources for microscopy. Since the axial resolution of OCT/OCM is
inversely proportional to the coherence length and, therefore, the
spectral bandwidth of the light source,”’ there has been a strong
focus on utilizing the principles from nonlinear optics for spectrally
ultra-broad sources.
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The advent of photonic crystal fibers (PCFs) and super-
continuum (SC) sources, which are capable of broader spectral
bandwidths, has aroused wide interest in the OCT community due
to their increased axial resolution in low-coherence imaging.
Engineering PCFs for their dispersion profile, core diameter,”” and
birefringence can further make the output SC customizable
to meet different needs depending on applications. For example,
all-normal dispersion (ANDi) PCFs were shown to provide octave-
spanning and relatively flat SC spectra while being pulse-preserving
and highly coherent. Moreover, commercial SC sources spanning
hundreds of nanometers in bandwidth have been developed with
turn-key operation and low-maintenance features, enabling applica-
tions in clinical OCT imaging. The use of ultrafast SC sources is also
common in multimodal systems combining MPM, FLIM, or Raman
scattering microscopy with OCT/OCM.
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FIG. 1. Limitations of existing techniques to correct artifacts along the axial profile of OCT images from spectral-domain interferometry (SDI) with ultrafast sources. (a) and (b)
The OCT/OCM images reconstructed in the spatial domain from the spectral domain with a fast Fourier transform (FFT) after no preprocessing of the raw spectrograms (first
row), k-space resampling (second row), both k-space resampling and polynomial dispersion correction (third row), and k-space resampling, polynomial dispersion correction,
and spectral shaping. The images in (a) were acquired on a system using a SLD source, and the images in (b) were acquired on a system with an ultrafast SC source. The
average axial profiles of the OCM intensity are provided on the right. (c) Axial profiles of the last rows zoomed-in from the SLD-based (blue) and the SC-based (black) OCT
setups, showing abnormal axial profiles in the SC-based images from the presence of multiple peaks. Scale bars: 100 pum.
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The major disadvantages of using SC as an OCT source, how-
ever, arise from the irregular (not smooth and asymmetric) spectral
shape of the spectrum and the intensity noise. Most of the com-
mercial SC sources use a nonlinear optical fiber pumped with long
pulses (e.g., in a picosecond regime), whose spectral broadening is
initiated by the nonlinear amplification of quantum noise’”"’ and,
therefore, the SC is intrinsically noisy. Pumping a PCF, especially an
AND:I PCEF, in the femtosecond (fs) regimes could provide low-noise
SC** since the initial broadening through self-phase modulation
(SPM) is known to be coherent;*” however, complexities such as
polarization instability,”” Raman scattering effects, and pump laser
noise can still impede the low-noise and coherent performance.
On the other hand, the femtosecond-pumped PCF-based SC gener-
ally has an irregular spectral shape inherently from the interplay of
third-order dispersion (TOD) and nonlinear effects including SPM,
four-wave mixing, and Raman scattering effects. This is unfavorable
for OCT/OCM systems, affecting the axial point-spread function
(PSF). Evidence of such abnormal PSF has been found in multi-
ple previous SC-based UHR OCT works from other groups.”” *'
Most broadband sources, including SCs and the popularly used
super luminescent diodes (SLDs) with multiple independent gain
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media, have irregular spectral shapes. The effect of irregular pulse
shapes on the reconstructed images is often corrected computation-
ally in post-processing. Generally, the spectrum is normalized to a
Gaussian or Gaussian-like profile using curve-fitting and/or decon-
volution to suppress any fringes in the Fourier space during image
reconstruction and improve the axial point-spread function.’” "
Besides spectral shaping, computational correction algorithms
used to reconstruct OCT/OCM images with axially invariant
transform-limited PSF (AI-TL-PSF) are spectral resampling and dis-
persion mismatch compensation. The former is required because the
pixel-to-spectrum map for most spectrometers is defined as a func-
tion of the wavelength (\), whereas OCT/OCM requires the pixel
numbers of the spectrometer to be linearly spaced wavenumbers
(k = 2m/)) to ensure a Fourier transform pair between the spectral
and spatial domains.’"” The latter is used in OCT/OCM systems
where the second and third-order dispersion in the sample and
reference arms are unequal and not physically matched. Typically,
a polynomial or piecewise phase function of the wavenumber is
multiplied by each A-scan before Fourier transformations as a digi-
tal compensation for the dispersion mismatch.” *" This estimation
of these polynomial weights can either be performed manually or
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FIG. 2. Schematic of the experimental setup used in this paper for testing the origin of the atypical dispersion and testing the three solutions in the paper (see Methods).
Locations P1 and P2 indicate the points where the pulse widths were measured with an autocorrelator, shown in Figs. 3 and S1. Locations S1-S10 indicate the points along
the beam path where the spectral profiles were measured using an optical spectrum analyzer (OSA) (shown in Figs. 3 and S2). Location G1 indicates where a glass rod was
inserted on the source side to stretch the optical pulse in time. (HWP: Half wave plate, QWP: Quarter wave plate, Cyl lens: Cylindrical lens, SLM: Spatial light modulator,
PBS: Polarizing beam splitter, GT: Glan-Thompson polarizer, LP: Linear polarizer, BS: Beam-splitter cube).
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automated. Most “generic” computational dispersion compensation
algorithms seek to automatically derive a polynomial function by
maximizing a sharpness factor’> or by matching the axial profiles
of a glass surface placed at two different optical path distances that
are at the two conjugate planes.” In each of these cases, the demon-
strations were with sources with pulse widths greater than a few
dozen picoseconds, where the weights were diminishing with the
higher orders. In a traditional spectral-domain OCT/OCM (SD-
OCT/OCM) system using a pseudo-continuous broadband source,
these steps yield a transform-limited axial profile [Fig. 1(a)] when
imaging a flat surface like a glass-air interface. Each additional step
in reconstruction, k-space resampling, dispersion correction, and
spectral shaping helps improve the axial profile of the reconstructed
images. These steps are typical in OCT reconstruction and, together,
are expected to yield AI-TL-PSFs. In the context of this paper, a
pseudo-continuous source refers to a light source with low tempo-
ral coherence, a large frequency bandwidth, and a duty cycle greater
than 50%, such as an SLD.

Since OCT/OCM systems using SC and fs sources are relatively
recent, compared to the algorithms designed for pseudo-continuous
sources, traditional computational algorithms are inadequate to
obtain an AI-TL-PSF. As seen in Figs. 1(b) and 1(c), unlike a pseudo-
continuous-source-based system, the SC-based OCT/OCM system
has artifacts along the axial direction that are not handled by tra-
ditional methods of OCT/OCM reconstruction and that are not
corrected at the end of the typical processing steps that worked
on the typical OCT system in Fig. 1(a). An early application of
ultrafast sources for OCT was in quantum OCT, which inher-
ently generated even-order dispersion-canceled images.” Quantum
OCT also contains artifacts between each pair of real surfaces and
requires long exposure times. Chirped pulse interferometry, using
ultrafast pulsed sources, emerged as the classical analog to quan-
tum OCT, which offered cancellation of even-ordered dispersion.>”
Nonetheless, these setups were typically operated with perfectly
balanced sample and reference arms. When dispersion was intro-
duced and later canceled, there were similar fringe artifacts observed
along the axial direction.”””” Considering the emerging relevance
of low-coherence interferometry and OCT/OCM using such ultra-
fast SC sources, there is a need to understand the origin of these
artifacts, recognize the fallibilities of existing methods of image
reconstruction, and propose new generalizable solutions to solve this
issue.

This paper details a previously unreported origin of disper-
sion mismatch from a chromatic anomaly in OCT/OCM systems
using ultrafast SC sources (Fig. 2). First, we experimentally estab-
lish the atypical dispersion of ultrafast pulses traveling through our
microscope by measuring the spectral shape and pulse width at
different locations in the setup at different wavelengths. We also
note that the nonlinear optical interactions leading to this anomaly
also affect the spectral shape. Second, since existing algorithms are

J
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insufficient to correct this dispersion mismatch, we propose three
diverse solutions: optical, optoelectronic, and computational, col-
lectively called DISCOTECA (DISpersion COrrection Techniques
for Evident Chromatic Anomaly). Finally, we describe a gen-
eral algorithm for OCT/OCM systems to ascertain whether and
which of these correction algorithms are needed to obtain images
with AI-TL-PSFs. Together with DISCOTECA, these concepts
can facilitate the process of designing, developing, and imple-
menting novel ultra-high-resolution and multimodal OCT/OCM
systems.

RESULTS

On the origin of the observed chromatically atypical
dispersion mismatch

Certain assumptions are made in each step of OCT image
reconstruction. We investigated which of these assumptions were
inadequate to correct these artifacts to find the physical causes of the
anomaly. First, a fundamental assumption in OCT/OCM is that the
wavenumber (k) is analogous to the axial component of the wavevec-
tor (k;) and is the Fourier transform pair of the axial location of the
scatterer (z). For alow-NA OCT system, this assumption is valid for
a large axial range. For higher NA systems, the scatterers away from
the focal plane may have contributions from the radial wavevectors
to the measured wavenumbers; however, near the focal plane, k. can
still be assumed to be analogous to k.”* Second, since most spectrom-
eters have non-uniform sampling along k, the spectrograms must
be interpolated to have linear spacing in k to make them amenable
for Fourier transformations. Typically, the calibration from pixel to
wavelength is provided as a third- or fourth-order polynomial func-
tion, B(A). Since the systems used in Figs. 1(a) and 1(b) shared the
same spectrometer and resampling algorithms with identical calibra-
tion factors, one could omit k-space resampling as the cause of this
anomaly. Third, it is typically assumed that second and third-order
dispersion coefficients in the Taylor series expansion, called group
delay dispersion (GDD) and TOD, respectively, are the major cause
of the mismatch between the sample and reference arms of an inter-
ferometer due to the different optical elements used in the sample
and reference arms. Consequently, a phase profile that is a polyno-
mial function of the wavenumber is imparted to the spectrogram to
approximate this dispersion mismatch. Fourth, for the traditional
methods of spectral shaping, it is assumed that the spectral profile
of the interference between the sample and reference arms is equiva-
lent to the self-interference of the reference beam (typically called the
background spectrum in OCT/OCM). A popular method for spec-
tral shaping is reshaping the background spectrum to an equivalent
Gaussian with a normalization factor derived from the background
spectrum. These steps can be mathematically summarized as the typ-
ical OCT/OCM reconstruction operation defined in the following
equation:

N (k) x exp (=ji(oa(k— ko) + as(k ko) + s (k — ko)" + as(k - ko)s))} (1)
X Rp(r)—k{—Background + Ipetected (%, 3, B(1)) } ’
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where Ipetected 15 the spectrogram captured at the transverse coordi-
nates x and y along the polynomial function of A, S(1), provided as
the pixel-to-wavelength map by the manufacturer. The background
is acquired by blocking the incident beam on the sample arm and
capturing the spectrogram of the self-interference of the spectrome-
ter or by taking the median spectrum of Ip, s along x and y. The
term Rp(1)—x is the resampling operator to convert the background
subtracted spectrogram from being linearly spaced along S(A) to lin-
early spaced along k. The dispersion compensation is defined by
the polynomial phase function, > _,a, (k — ko )", by tuning the a,_s
coefficients (ko is the center wavenumber). The term N (k) is the
spectral shaping factor, and Fj_,, denotes the Fourier transform
from the k to z domain. For OCT/OCM with an ultrafast SC source,
we concluded that these artifacts must be a consequence of these
assumptions made in dispersion mismatch correction and spectral
shaping.

To check the anomaly in the dispersion profile, we measured
the pulse widths at two locations (Loc P1 and P2 in Fig. 2, following
the “teal” beam path) with varying wavelengths of the laser out-
put and under two GDD pre-compensation conditions [Figs. 3(a)
and 3(b)]. Loc P1 is approximately where the SC source splits
into the sample arm and the reference arm, and Loc P2 is at the
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sample plane. Regardless of the GDD pre-compensation, we
observed an overall increase in pulse width with an increase in wave-
length at the sample plane (Loc P2) and an opposite trend at Loc P1
with some fluctuations. Note that the measured beam was directly
from the laser output and had sufficient average power, so the fluc-
tuations in measurements were not due to the lack of input power
to the auto-correlator. With a larger GDD pre-compensation, the
pulse width at the sample plane was shorter and had an overall
smoother curve for the change of wavelength. The corresponding
location at Loc P1 was longer and appeared irregular. In the other
case, where the GDD pre-compensation from the laser was smaller,
the trend of pulse width with wavelength appears more irregular.
We estimated the GDD between Loc P1 and P2 using the relation™”

Ty = TTL\/I + ((4 In Z)GDD/T%L)Z, where 75 and 77y refer to the
stretched and transform-limited pulse width of a beam with a Gaus-
sian spectrotemporal shape. The estimated overall GDD between
P1 and P2 was plotted against the wavelength in Fig. 3(b), which
could not be fit to a low-order polynomial function of wavelength
(Fig. S1). This suggests that the spectroscopic refractive index cannot
be approximated to the second- and third-order terms of the Taylor
series expansion. One possible cause could be self-phase modulation
from nonlinear interactions along the beam path due to repeated
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FIG. 3. Observed differences in the spectral shape and phase during propagation within the optical setup. (a) Pulse widths of the tunable beam output of the laser (teal
beam path) measured at P1 (light) and P2 (dark) for the default location of the prism in the dispersion tuning module of the laser (orange) and the ideal prism location for
the shortest pulse width at P2 (blue). (b) Estimated GDD values between locations P1 and P2 from the shortest pulse width measurements at P2 (blue) and for the default
prism location (orange). (c) The spectra measured at locations S1-S10 normalized to S1 and expressed in dB, where S9 and S10 are at the sample and reference planes,
respectively. (d) Correlation coefficient of the spectral profiles at each location with respect to location S1, highlighting the progressively decreasing correlation between S2
and S9 as the beam travels through several optical elements within the setup. (e) Overlay of the sample (S9, in red) and reference (S10, in deep red) spectral with respect to
the source spectra (S1, in blue), where the arrows highlight the regions where the differences in the spectral shapes are apparent. The signal levels were measured relative

to the average noise between 1000 and 1400 nm on the optical spectrum analyzer.
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focusing and collimation in the sample arm that is not replicated
in the reference arm.”’

Besides temporal profile variations during propagation, we also
observed changes to the spectrum. We measured the SC beam spec-
trum at 10 locations (indicated as Loc S1-S10 in Fig. 2, following
the “pink” beam path), with Loc S1 being the output of the PCF
and Loc S9 and Loc S10 being the sample plane and the end mir-
ror of the reference arm, respectively. There were no lenses between
Loc S1 and S3. Loc S4 was immediately after the first 4-f telescope in
the SC beam path after the PCF. Loc S5-S8 were at various distances
from the location before the beam entered the Michelson interfer-
ometer for OCM (before splitting into sample and reference arms).
In Fig. S2, each spectrum was normalized to its maximum value. In
Fig. 3(c), the spectra were then normalized to those at the output
of the PCF (Loc S1). We observed different extents of variations in
the spectral amplitude profile at all locations. Minimal differences
were observed at Loc S2 or S3 between Loc S1. This might be due
to propagation only through air and only for a short distance. At
Loc S$4, which had a pair of mirrors, a pair of lenses, and two polar-
ization retardation plates in the beam path from Loc S1, the changes
were still mild yet more obvious compared to Loc S2 and S3. More
drastic spectral variations were found at Loc S5-S8. More ampli-
tude fluctuations were observed in the shorter wavelength range
(730-790 nm), and relative amplification of the signals at longer
wavelengths (815-840 nm) was also observed at the same time.
More importantly, the spectrum at the sample plane (Loc S9) differs
from the spectrum measured at the end mirror of the reference arm
(Loc S10). These differences were quantified by cross-correlation
of the source spectrum with every spectrum between SI and S10
[Fig. 3(d)]. The correlation coefficients gradually decrease from S1
to S9 as the beam propagates through the optical setup, with mini-
mal changes between S5 and S8, where the beam propagates in free
space only. The reference spectra are more closely correlated with
the source spectra due to the fewer optical elements encountered
during propagation. The correlation coefficient between every pair
of spectra is given in Fig. S2. The differences between the normalized
spectra are highlighted in the overlays shown in Fig. 3(e).

These results highlight that the atypical dispersion resulting
from the differences in self-phase modulation from the nonlin-
ear light-matter interactions along the beam propagation causes a
spectroscopic change to both the amplitude and phase of the opti-
cal field that cannot be approximated as low-order polynomials.
Therefore, the assumption necessary for computational dispersion
correction using Eq. (1) is no longer valid. In this scenario, the initial
assumption for spectral shaping is also not valid since the changes
to the spectral profiles are different for the sample and reference
arms of the Michelson interferometer. DISCOTECA presents three
avenues for this problem: an optical and an optoelectronic solution
to minimize these effects physically, and a computational solution to
measure and negate these effects during image reconstruction.

Computational solution

Since the spectral shape and phase of the interferogram can-
not be inferred from the background spectrum or interpolated as a
polynomial, respectively, these must be derived from the interfero-
gram itself. Borrowing from the principles of spectroscopic OCT, we
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describe a solution for piecewise reconstruction of both the ampli-
tude and phase mismatch from this atypical dispersion. A series of
OCM images of a flat glass surface is reconstructed by setting a;
and a3 to be zero in Eq. (1) and N'(k) to be a narrow Gaussian
window centered at different wavelengths [Figs. 4(a) and 4(b)]. For
each image, the peak location and intensity are estimated. Ideally, for
obtaining AI-TL-PSFs, the peak locations must have a constant value
for every spectral window [Figs. 4(c) and 4(d)]. Therefore, using
the time-shifting property of the Fourier transform, a linear phase
factor is estimated for each spectral window to obtain an overall
phase correction factor, aprscorrca (k), through piecewise superpo-
sition at the appropriate spectral window using the same Gaussian
window [Fig. 4(e)]. Rather than using the background as the refer-
ence for spectral shaping, the intensity at the peak obtained in the
previous step is used to obtain the new spectral shaping coefficient,
N biscoreca (k). With apiscoreca (k) and N piscoreca (k), one can
define a more general form of OCT/OCM reconstruction,

EOCM(x>y> Z) = ]:kaz{NDISCOTECA(k) X eij(amCOTECA(k))

x Rp(1)-i{ ~Background + Ipeectea (., ﬁ(A))}}.
2

Equation (2) does not rely on the validity of our previous
assumptions on dispersion compensation or spectral shaping in
Eq. (1) and can, therefore, account for the atypical dispersion pro-
file of the ultrafast SC laser and the differences in the changes to the
spectral profiles in the sample and reference beams. Additionally,
since the nonlinear effect responsible for this chromatic anomaly is
expected to be sensitive to the polarization of this incident beam,” >
the artifacts were observed to be different for the two polarization
states (Fig. S3). Therefore, the factors were estimated separately for
two orthogonal polarization states of the beam in the setup. The drift
of the peak location, the peak intensity, and the dispersion compen-
sation phase were all starkly different for the two polarization states
[Figs. 4(c)-4(e)]. The recovery of artifact-free images for the ultrafast
SC-based system is also shown in Fig. S3.

The generalizability of the solution in Eq. (2) can be observed
when using it for a pseudo-continuous-source-based OCT/OCM
setup [Figs. 4(f)-4(h)]. As expected in the case of normal dispersion,
the peak location drift was nearly linear within the entire spectral
region, and there were no abrupt undulations to the spectral pro-
files. Unlike the ultrafast SC-based system, the spectral profiles of
the background of the pseudo-continuous-source-based OCT/OCM
setup matched closely to the peak intensity values (Fig. S4). The
image metrics used in this paper are the signal-to-noise ratio (SNR),
the dynamic range (DR), and the width of the axial profile (see
“Methods” for details). For most samples, the DR, which is based on
percentiles of the intensity values, describes the improvement to the
background suppression from the computational algorithm better
and is less sensitive to the bias from unnaturally bright pixels within
the sample.

The images in Fig. 4(i) demonstrate that the aprscoreca (k) and
Npiscoreca (k) estimated for this setup yield reconstruction with
AI-TL-PSFs, which lead to an increase in the SNR by ~6 dB. This
generalizability is discussed in detail in the later sections. This com-
putational solution was compared against an exhaustive polynomial
search, which was optimized for the axial width and peak of the
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FIG. 4. Principles and demonstration of the computational solution of DISCOTECA. (a) Shorter spectral windows centered at 756 nm (blue), 775 nm (green), 796 nm (yellow),
814 nm (orange), and 833 nm (red) within the full spectrogram captured (black) from a glass surface in an ultrafast SC-based OCT/OCM setup. (b) OCM cross-section (x-z)
images reconstructed from the shorter spectral windows shown in (a), with the mean axial profile plotted in the right column. (c) and (f) Axial location of the peak for each
shorter spectral window chosen during reconstruction at the two polarization states of an ultrafast SC-based OCT/OCM setup (c) and a pseudo-continuous-source-based
OCT/OCM setup (f). (d) and (g) The peak intensity of the glass surface in the OCT/OCM images reconstructed for each shorter spectral window chosen during reconstruction
at the two polarization states of an ultrafast SC-based OCT/OCM setup (d) and a pseudo-continuous-source-based OCT/OCM setup (g). (e) and (h) Estimated cumulative
phase offset evaluated piecewise as the slope of the phase ramp required in the spectral domain to displace the axial location of the peak to a constant value for every chosen
spectral window within the entire spectrum at the two polarization states of an ultrafast SC-based OCT/OCM setup (e) and a traditional OCT setup (h). (i) Cross-section of the
images after applying the computational solution of DISCOTECA based on Egq. (2) for the pseudo-continuous-source-based OCT/OCM setup. The SNR and DR for the two
reconstructions are listed within each panel. (j) Cross-section images of glass surfaces (top) and a section of mouse tail (bottom), averaged over 20 B-scans from adjacent
locations (corresponding to 10 um) for the three cases: no correction, polynomial correction from exhaustive search, and DISCOTECA (in order) for the SC-based OCM
setup. The DR is listed in dB within each plot. (k) Compensation phase profiles used in Egs. (1) and (2) based on the exhaustive polynomial search (blue) and DISCOTECA
(black). () Unwrapped equivalent phase from (j), along with the fifth-order polynomial fitting for the DISCOTECA-derived phase profiles. The coefficients are listed in the plots.

Gaussian fit to the axial profile of a glass surface [Fig. 4(j)]. While the
polynomial search yielded significant improvements to the axial pro-
file, the reconstructed images using DISCOTECA have both a higher
peak intensity and a smaller axial width. This improvement is also
apparent in the reconstruction of a mouse tail. Whereas the polyno-
mial compensation did indeed cause an increase in the DR by 1 dB
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in glass and negligible in the mouse tail, the improvement in the DR
is considerably higher using DISCOTECA (7 dB in glass and 3 dB in
the mouse tail). Comparing the estimated phase profiles using both
methods, the similarities between the two between 760 and 810 nm
are apparent [Fig. 4(k)]. However, due to the unusual dispersion
in this setup, the phase compensation for beyond this range could
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not be smooth enough to be modeled as a fifth-order polynomial
across this range. In fact, the fit of the DISCOTECA phase profile
to a fifth-order polynomial is poor [Figs. 4(1) and S5]. The polar-
ization dependence of this artifact is apparent in Fig. S6. The 3D
profiles of the glass surface show more deterioration in one polar-
ization state than the other, although both states could be restored
to the transform-limited axial resolution after correction. Movie S1
shows the computation procedures of DISCOTECA for a glass
surface.

The computational solution of DISCOTECA for the two polar-
ization states is demonstrated in Fig. 5 on freshly extracted pig
skin. As seen in the cross-section images [Fig. 5(a)], the images
after DISCOTECA have suppressed artifacts, particularly in polar-
ization 2. The 3D reconstruction of the tissue under each processing
condition indicates clear distortions to the structures that appear
to blur structures at each depth. This is restored after correction.
This improvement was quantified as improvements to the axial
width (Gaussian fit) and DR. Similar to the results for the glass sur-
face (Fig. S6), the DR improvement in polarization 1 (3.06 dB) is
higher than that of polarization 2 (1.55 dB). The improvement to the
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estimated axial width was also higher for polarization 1 (2.35x) than
polarization 2 (1.36x). This biases the ratiometric analysis of the
polarization-sensitive scattering. Whereas the skin at this collagen-
rich layer is expected to be birefringent, the polarization ratio at the
plane 10 px below the surface appears biased toward lower values
due to the artifacts before correction with DISCOTECA [Fig. 5(b)].
These differences are highlighted in Fig. 5(c) through the histogram
of the intensity ratio in each depth. In a sample such as pig skin,
where the collagen fibers are aligned, one would expect a linear
gradual change to the birefringence, where the peak ratio of inten-
sities will change monotonically along depth. This improvement is
only apparent after correction with DISCOTECA. Movie S1 shows
the computation procedures of DISCOTECA for a glass surface.
Similar improvements to quantitative imaging with OCT/OCM are
observed in other tissue samples (Figs. S7 and S8). Even though the
PCF output displayed polarization-dependent spectral amplitude
profiles (Fig. $9), the output first passed a linear polarizer at a fixed
angle that maximized the power output before the QWP converted
the beam into a circular polarization. The differences in the artifacts
between the two polarizations mainly came from propagation.
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FIG. 5. Demonstration of computational solution for DISCOTECA on tissue samples. (a) Cross-section (bottom) and 3D reconstruction of pig skin captured 30 um (focal
plane) below the surface at the two polarization states before and after DISCOTECA. The DR and the average width (Gaussian fit) are indicated within each panel. (b) and
(c) Ratio of the intensities at two planes at and below focus before and after correction with DISCOTECA (b) and the corresponding histograms at each depth, where the two

lines indicate the depth from which the panels in (b) were derived. All scale bars: 50 um.
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Optical and optoelectronic solutions

Since most of the artifacts arise from the ultrafast nature of
the incident light, we theorized that changing the phase of the light
source entering the interferometer can change the corresponding
dispersion profiles. In its simplest implementation, the temporal
pulse width can be extended by passing the beam through a glass rod
(assuming normal dispersion within this spectral range). We tested
that in the setup in Fig. 2 by inserting a glass rod (SF11, 4-in. long) at
location G1. Note that this location is at the source arm of the inter-
ferometer and not at the reference arm, where one typically employs
glass rods or elements to address the dispersion mismatch. The beam
size at this location was larger (12 mm in diameter) than the rest of
the setup; the lower irradiance is expected to minimize the nonlinear
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effects within the glass rod itself. The pulse width with and without
the glass rods was 1 ps and >3 ps, respectively. Figure 6(a) shows
a section of mouse tail imaged with the setup with and without a
glass rod at G1, with no dispersion and spectral shape correction,
with polynomial correction (up to third order) of the dispersion and
Gaussian normalization of the spectra from the background, and
with the correction from DISCOTECA. At increased pulse widths,
the polynomial and DISCOTECA corrections are expected to be
more similar. This is apparent in the axial profiles at al and a2 high-
lighted for the cross-section images shown in Fig. 6(a). Note that the
dispersion correction helps recover weakly scattering features away
from the focal plane with both polynomial and DISCOTECA correc-
tions (in al). Both solutions help localize features to a narrower set
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FIG. 6. Optical and optoelectronic solutions of DISCOTECA. (a) Cross-sectional OCT/OCM images of mouse tail with and without inserting a glass rod at location G1 in
Fig. 2. In each optical configuration, three reconstructions are presented, corresponding to no correction, polynomial correction up to the third order, and correction with the
piecewise spectral normalization and phase from DISCOTECA. The axial profile along the two lines (orange: a1 and blue: a2) is plotted to the left. The color box within each
cross-sectional plot corresponds to the color of the adjacent plots. (b) The difference between the histograms of the OCM intensity at each plane for the polynomial correction
and DISCOTECA without (above) and with (below) the glass rod at G1. (c) The mean difference in the occurrence counts for the histogram heatmap in (b) at each depth,
without (pink) and with (cyan) the glass rod at G1. (d) Estimated spectral shape of the interferogram from DISCOTECA. (e) Estimated maximum location of the peak axially
for each pattern on the pulse shaper estimated from DISCOTECA. (f) Corresponding residual phase (after subtracting the second- and third-order dispersion) obtained from
(e). (g) The mean square error between the cubic fit to DISCOTECA plotted against the quadratic coefficient of the SLM pattern to modulate the pulse width imparted on the
FTPS. (h) DR and (i) the width of the axial profiles plotted against the quadratic coefficient.
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of planes (Fig. S10). However, in a2, the polynomial correction with-
out glass rods is quite different from that of DISCOTECA, where a
higher signal is recovered across a larger depth range. This improve-
ment was quantified using the differences in the histograms of the
intensities at each depth between the polynomial and DISCOTECA
solutions for each optical configuration, shown in Fig. 6(b)
[see Figs. S11(a) and S11(b)]. Visually, there is a larger difference
in the counts both above and below the focal plane without the glass
rods, despite minimal differences to the DR [Fig. S11(c)]. The mean
difference in counts is also larger at most depths above the focus
without the glass rods [Fig. 6(c)]. On average, the setup with the
glass rod had fewer count differences across all depths (42 counts)
than the setup without the glass rod (50 counts). These differences
in intensities do not arise from a monotonic shift to the axial plane
during reconstruction [Fig. S11(d)].

These results highlight that the polynomial correction better
approximates the correction from DISCOTECA when the pulse
width at the source is larger (causing a reduced abnormal dispersion
mismatch). An extreme case of this is presented in Fig. S12, where
the output of the PCF was coupled into a 1-m-long single-mode
fiber before sending it into the interferometer, in the setup described
previously by Iyer et al.'’ The dispersion mismatch appears to be
mostly quadratic. Additionally, unlike the poor-fit to a polynomial in
Fig. 4(k), the fit here is good (R* = 0.984), suggesting the suppression
of the unusual dispersion and validating that the anomalous effects
described in the previous sections are indeed from the propagation
of the sub-ps pulses through the setup.

We assumed that the change in the spectral phase and ampli-
tude observed in Fig. 3 was a consequence of using an ultrashort
pulse with an atypical phase at Loc P1. The optical solution of using a
glass rod only adds second-order dispersion that results in stretching
the pulse, which could reduce the magnitude of the nonlinear effects
observed along beam propagation. However, an optoelectronic solu-
tion enables arbitrary changes to the optical phase. In this solution,
we used a custom-built Fourier transform pulse shaper (FTPS),
which has been described previously.” We used a polarizing beam
splitter to split the output of the PCF, and one path was directed
into the FTPS, whose output was then used as the phase-shaped SC
source for OCM. We encoded a phase function, ¢(w) = a;(w — wp)?,
with a, being the second-order dispersion term. The pulse from
the PCF could be compressed to 220 fs if the quadratic coefficient
on the SLM was 12000 fs? (Fig. S13). However, the intensity was
also reduced and insufficient for OCM at higher compression. For
the results in Fig. 6, we varied the a, parameter from —4000 fs® to
4000 fs* and collected OCM data for a glass surface. The overall
envelope of the background [Fig. S14(a)] and the total energy across
the entire spectral bandwidth [i.e., the area under the curve of the
intensity profile, Fig. S14(b)] were consistent, indicating phase mod-
ulation of the FTPS induced minimal loss to the beam intensity in
any spectral region.

The spectral shape of the interferogram from the piecewise esti-
mation showed slight differences in the location of the peak and
at higher wavelengths [Fig. 6(d)]. We also tracked the location of
the peak in the axial profile across different wavelengths [Fig. 6(¢)]
and observed more undulations to the location of the peak at the
higher wavelengths at smaller pulse widths (higher a,). However, the
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estimated phase varied from the polynomial fit (third order) for each
pulse width [Figs. 6(f) and S14(c)]. However, the mean square error
(MSE) between the polynomial and piecewise phases shows that the
deviation is higher at shorter pulse widths. After correction, the DRs
could all be improved by 3-4 dB approximately [Fig. 6(h)], and the
axial widths could be reduced from 6 to 3 pixels [Fig. 6(i)] estimated
from the axial profiles shown in Fig. S14(d). These results highlight
the ability of the optoelectronic solution to effectively suppress the
artifacts from abnormal dispersion within the interferometer.

A decision chart for reconstruction in low coherence
spectral-domain interferometry

As shown in Fig. 4, the piecewise reconstruction of the disper-
sion phase mismatch and spectral shaping coefficients are applicable
both for pseudo-continuous-source-based OCT/OCM and ultrafast
SC-based OCT/OCM setups. However, as demonstrated in Fig. 6,
a combination of multiple solutions of DISCOTECA could yield
better results. It is also important to note that the reduction in the
correlations between the spectral shapes is very low in Fig. 3(d).
Therefore, it may be difficult to estimate the need for DISCOTECA
simply from differences in the spectral shapes at the source, refer-
ence, and sample planes. With the increasing diversity of sources
for OCT/OCM, we describe a method to quantitatively evaluate the
need for the solutions offered by DISCOTECA in Fig. 7. We chose
to fit the central region of apscoreca (k) (the spectral regions where
N piscoreca (k) is above the noise floor) to a quadratic polynomial
and calculated the goodness of fit (R? value). For the results in Fig. 4,
the R? value was 0.995 for the pseudo-continuous-source-based
OCT/OCM setup and ~0.05 for the ultrafast SC-based OCT/OCM
setup. This suggests that a simple polynomial approximation for
dispersion compensation for the former is sufficient, whereas, for
the latter, the computational solution of DISCOTECA is needed to
recover AI-TL-PSFs. Compared to polynomial correction, the esti-
mation of the phase and spectral shape correction in this paper
improved the DR and axial widths consistently, even if the changes
to the structures were subtle. DISCOTECA was also less depen-
dent on the hyperparameters. In the piecewise estimation algorithm,
there were two hyperparameters—the width and number of win-
dows. Figures S15-S17 show the peak locations, phase profiles,
normalization function, and the axial profiles with the DR and esti-
mated widths for different combinations of the hyperparameters.
For a large range of windows and widths, the DR and estimated axial
widths were remarkably consistent, with no noticeable asymmetries
in the axial profiles, highlighting the adaptability of the algorithm.
The piecewise estimation only needs one traversal through all spec-
tral windows, though there is a Fourier transform required at each
step. However, these steps are computationally efficient on most
programming platforms. For a window size of 100, the average time
for estimation was computed to be 10.2 + 0.5 s in MATLAB (Math-
works Inc.) performed on a Windows PC (Intel i9, 2 GHz, 64 GB
RAM). Additionally, Fig. S18 shows different combinations of the
processing steps, similar to Fig. 1, showing the critical role played
by spectral shaping and dispersion correction for optimal image
reconstruction.
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FIG. 7. A decision chart for reconstruction in low coherence spectral-domain interferometry. The first two describe the typical steps in OCT reconstruction, the second row
describes the traditional algorithm for estimation of the spectral shape normalization factor and dispersion correction phase, and the third row describes the estimation of
these parameters using the piecewise estimation method described in this paper, and the bottom row describes the decision guide for evaluating the need for DISCOTECA.
The pink-to-blue heatmaps indicate the phase of the complex-valued profiles. The equations in the figures are reiterated in Egs. (1) and (2) in the paper.

DISCUSSION

Artifacts were observed in reconstructed OCT/OCM images
sourced by an ultrafast SC laser that were due to unusual dispersion,
which was not apparent in SLD-based OCT systems. We presented
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three solution paradigms in this paper, out of which the computa-
tional solution or a combination of the computational solution with
either the optical or optoelectronic solution yielded the best results.
Therefore, an argument could be made to further extend our opti-
cal solution to generate pseudo-continuous pulses by stretching it
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further to nanosecond pulse widths (by passing it through hundreds
of meters of fibers), which would introduce unwanted attenuations
to the source. Adding meters of glass rods is not a practical solu-
tion either. Spatial light modulator (SLM)-based pulse shapers have
a limit on the amount of GDD that can be added based on the
pixel spectral width and the performance of the SLM during phase
wrapping. An alternative solution is to change the Michelson inter-
ferometer configuration to a Linnik interferometer;*> however, the
sample arm with specialized optical elements such as deformable
mirrors and objective lenses cannot be cost-efficiently reproduced
in the reference arm identically. Having a glass element at G1 (in
Fig. 2) to stretch the pulse from the femtosecond to the picosecond
regime along with the computational solution provides a balance
between the methods. An extension to this could be to modulate the
spectral phase of the light entering the PCF to minimize the atyp-
ical dispersion. However, this could affect the spectral broadening
characteristics of the fiber and affect image quality, such as the axial
resolution.

While many SC-based UHR-OCT studies have reported a sim-
ilar issue with axial PSF, as shown in Fig. 1(b), very few have
discussed the reason or provided a solution. Gonzalo et al. attributed
the artifacts in the axial PSF to SPM during the SC generation
process.””*’ Using the SC generated through an ANDi fiber, the
OCT system was found to have higher sensitivity than using a com-
mercial SC laser but a worse axial PSF profile. In our case, the PCF
was pumped at a wavelength within the 750-800 nm range, and the
generated SC never crossed the zero-dispersion wavelength of the
fiber, which can be considered to be operating in an all-normal dis-
persion condition, similar to the case of an AND:i fiber. To solve the
artifacts originating from the SPM-related spectral amplitude oscil-
lations, external spectral shaping elements can be introduced either
before® or after® the SC generation. The polarization dependence
of this artifact, as shown in Fig. 4, can be attributed to the inter-
play of both the polarization mode dispersion in the fiber and the
polarization-sensitive nonlinear processes that govern the SC gener-
ation, such as SPM. Note that the SC source was circularly polarized
before splitting into the sample and the reference arm. The dif-
ferences in the spectral phase profile or the wavelength-dependent
dispersion profile of each individual polarization originated from the
SC source itself.

A consequence of the artifact is its effect on quantitative
imaging with OCT/OCM. In this paper, we show a simple exam-
ple of ratiometric imaging for polarimetry. A more important
need for precise axial localization is phase-based processing for
OCT/OCM, specifically computational adaptive optics and inter-
ferometric synthetic aperture microscopy. Both techniques rely on
having complex-valued AI-TL-PSF images as precursors to their
algorithms. These artifacts create a superposition of scatterers from
multiple axial planes onto a single en face image plane, thereby
distorting the optical phase. This distortion will render computa-
tional adaptive optics using digital wavefront correction ineffective.
Interferometric synthetic aperture microscopy requires resampling
the complex-valued intensities in 3D k-space; the incorrect phase
mismatch in the k-space will yield incorrect resampling and digi-
tal refocusing. The DISCOTECA solutions presented in the paper
will be used for wavefront sensing and adaptive optics applications
in the future. Such a windowing approach to correct the spectral
shape was utilized by Chen et al. to reduce sidelobes.”® Rather than
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obtaining a single spectral normalization factor for a calibration sur-
face and using it for all applications, this method required multiple
B-scan reconstructions at different spectral windows and further
rank order filtering for each reconstruction. Additionally, Fig. S18
shows how the artifacts are dominated not by the spectral shape but
by the phase dispersion derived from DISCOTECA.

FTPS techniques are known to provide precise controls over the
spectral phase profile and are capable of spectral amplitude modu-
lations. The FTPS used in this study was custom-made with a total
cost of $15000 (predominantly for the spatial light modulator). The
FTPS was more tunable compared to the glass-rod in the source,
which reduced the artifacts in the OCT images by using a pulse with
alarger width. Despite the additional cost, the FTPS is uniquely tun-
able, where one can instantaneously switch between different pulse
profiles, which is advantageous in multimodal imaging.”"*"** With
the increasing utility of FTPS techniques for commercial metrol-
ogy and biomedical imaging applications,”””’ DISCOTECA also
describes a new technique for estimating the spectral phase and dis-
persion parameters with fewer assumptions and hardware resources
than techniques such as spectral phase interferometry for direct
electric-field reconstruction’! (SPIDER) or multiphoton intra-pulse
interference phase scan’” (MIIPS). Both SPIDER and MIIPS mea-
sured the signals generated from second-order parametric processes
in certain nonlinear crystals. With low-coherence sources that are
favorable for OCT, the efficiency of these nonlinear interactions is
lower and, therefore, can affect the accuracy because of the deficient
signal-to-noise ratio. While DISCOTECA does not require prior
calibration steps, SPIDER relies on the precise calibration of the
time delay, which may again require spectral interferometry mea-
surement that involves a reference to a known phase. However, it
also has its limitations. In the demonstration shown in Fig. 6, even
though FTPS phase modulation resulted in a more linear relation-
ship between axial PSF location and center wavelength, without
the computational DISCOTECA method, it alone could not cor-
rect for the dispersion mismatch. For future studies, a MIIPS-like
iterative algorithm could be implemented to estimate the spectral
phase profile of the source more accurately. Multimodal quantitative
imaging is a rapidly expanding field in biophotonics, and single-
source optical systems have a high potential for clinical translation.
On a similar note, the utility of ultrafast lasers for interferometric
detection has been accelerating in nonlinear and quantum optics’
research applications and for metrology in surface profiling”*’® and
distance measurements.”’

In conclusion, we investigated the dispersion mismatch in
OCT/OCM systems based on ultrafast SC sources, unveiled a chro-
matic dispersion anomaly that significantly impacts the axial PSF
and, therefore, the image quality, and proposed a novel and all-
encompassing solution, namely DISCOTECA. Nonlinear optical
interactions such as SPM were hypothesized as contributing factors
to this anomaly. Although it was technically challenging to vali-
date the hypothesis of SPM being the major underlying cause of
the dispersion mismatch, this work focused on developing practi-
cal solutions incorporating optical, optoelectronic, and computa-
tional strategies that can effectively mitigate the chromatic disper-
sion mismatch in low-coherence light interferometry and achieve
artifact-free image reconstruction. This work provides a system-
atic approach to evaluate the dispersion profile in low-coherence
interferometry systems and effectively correct for non-polynomial
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dispersion mismatches. This approach is especially beneficial for
ultra-high resolution OCT systems using SC laser sources and highly
complex multimodal OCT systems using ultrafast lasers. With the
ability to achieve artifact-free high-contrast interferometric imag-
ing, we believe that DISCOTECA can further advance the field of
biomedical imaging as well as quantum optics and metrology.

METHODS
System setup and data acquisition

We use a tunable titanium-sapphire laser (Insight X3+, Spectra
Physics) as the excitation source for our imaging system. We pre-
viously described a similar setup for multimodal imaging with two-
photon fluorescence lifetime imaging microscopy, second harmonic
generation microscopy, and polarization-sensitive OCM.'>'** The
laser was tuned to different central wavelengths of 750-800 nm and
operated at 80 MHz. As seen in Fig. 2, there were three possible beam
paths for excitation at the sample plane. The “teal” path is the direct
output of the laser, which is typically used for multiphoton excita-
tion in this setup during multimodal operation. In the context of
this paper, it was utilized for pulse width measurements at various
parts of the entire OCM spectrum. A part of the beam is used to
pump a PCF (LMA-PM-5, NKT Photonics) for an output power of
300 mW and a bandwidth of 150-200 nm (base-to-base), which
yields an axial resolution of about 2 pum. Typical OCT/OCM sys-
tems have an axial resolution of 5-10 pm, whereas the current setup
is comparable to a UHR OCT/OCM setup. The spectral broadening
depends on the excitation wavelength, the dispersion of the pulses
before the fiber, and the polarization. The polarization and disper-
sion before the fiber were optimized for each excitation wavelength
for maximum coupling efficiency and the best spectral shape (least
spiky features or amplitude oscillations according to spectrometer
measurements). The output of the PCF is collimated with a parabolic
mirror for an initial beam diameter of 12 mm and linearly polar-
ized with a linear polarizer. This beam is either directed into the
interferometer directly after passing through a quarter wave plate
with 0.2x magnification or directed to a custom pulse shaper using a
polarizing beam splitter and a half-wave plate. The measurements
of the spectral profiles were made using the former. The proce-
dure for designing and calibrating the pulse shaper is described in
Yang et al.°' Polarization-sensitive OCM was enabled using polar-
ization delay multiplexing in the reference arm previously described
inIyer et al.'” The beam is scanned by a pair of galvanometer mirrors
(6220H, Cambridge Technology) and focused through a 1.05 NA,
25x objective lens (XLPLN25XWMP2, Olympus Inc). The interfer-
ogram was captured using a fiber-based spectrometer (Cobra S 800,
Wasatch Photonics) and one of two line scan cameras (OctoPlus,
Teledyne e2v; or Sprint spL4096-140 km, Basler Inc.). The line-scan
cameras were operated typically at 40 or 80 kHz A-scan rates at the
maximum exposure times for the respective scan rates. NBK-7 glass
plates totaling 1.25 in. were placed in the reference arm to minimize
the dispersion mismatch between the sample and the reference up to
a point, beyond which DISCOTECA was needed. The typical SNR
of a glass surface after all reconstruction was measured to be 92 dB,
with less than 1 dB variance between A-scans within a 10 x 10 um?
region.
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The traditional OCT system consisted of a superluminescent
diode centered at 850 nm (Super-Lum), a fiber beam splitter, a
fiber-based spectrometer (Cobra S 800, Wasatch Photonics), and a
line scan camera (Sprint spL4096-140 km, Basler Inc.). The beam
is scanned by a single axis galvanometer mirror (Thorlabs) and
focused through a 50-mm focal length achromatic doublet lens.
A glass block (BK7) was placed in the reference arm to create a
dispersion mismatch for comparison.

A custom LabVIEW (NI) acquisition software was used to
acquire the data, with custom C-based programs to control the digi-
tizer and the GPU module. A queue buffer is set up on LabVIEW to
asynchronously pass each line from the digitizer memory to the GPU
memory via the RAM. A GPU (Titan X, NVIDIA Corporation) was
used for real-time display. The raw spectrograms are buffered into a
file and stored for postprocessing later.

All pulse width measurements were made using a microscopy
autocorrelator (Carpe, APE, Berlin DE). The estimated pulse width
was demodulated and fit to a Gaussian function to estimate the
pulse width using the fit() function in MATLAB. All spectral mea-
surements in Fig. 3 were made with an optical spectrum analyzer
(OSA202C, Thorlabs Inc.) with the DR within the bands shown to
be above 20 dB.

Data analysis

The images were processed in MATLAB (Mathworks Inc.).
The parameters for polynomial dispersion compensation were tuned
manually for the best axial resolution of the glass surface. The
spectral normalization factors, N (k) and N piscoreca(k), were
performed by fitting the normalized background spectrum or the
normalized peak intensity values to a Gaussian using the fit() func-
tion of MATLAB and deriving the ratio of the equivalent Gaussian
spectrum to the normalized background or the normalized peak
intensity, respectively, with a regularization factor of 0.2 in the
denominator. aprscoreca (k) was derived from the piecewise phase
function described in the previous section and multiplied with a
constant factor for scaling, which was calibrated manually to give
the best peak-to-trough ratio and axial resolution. For the results
in Figs. 3 and 4, the number of windows was kept approximately
equal to the bandwidth of the source (in nm), and the width of the
window was chosen to be 2-nm wide (corresponding to 19 wide
in Figs. S15-S17). Both the spectral windows and the evaluation of
aprscoreca (k) and N prscorrca (k) were performed on the k-space
resampled spectrogram to avoid any artifacts from nonuniform
sampling.

The exhaustive polynomial search was performed in MATLAB
by an iterative multidimensional binary search, with the objective
function being the minima of the Gaussian width, the maxima of the
Gaussian amplitude, and the goodness of fit (R*) being over 0.5. The
range for searching for the orders was :k[104, 10°, 10°, 107 fsS] for
az-5. The searching was iterated with smaller step sizes until each
of the weights was below 10. The overall estimation cycled through
48 020 combinations, which took 42 min.

The DR was estimated as the ratio of the 98th and second quar-
tiles of the intensities in the image. The width of the axial profiles was
estimated by fitting the profiles to a Gaussian function. The volumes
were rendered using the Volume Viewer plugin in (FIJI, Image]).
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Sample preparation

The tissues were extracted from rats and mice postmortem after
asphyxiation using CO», followed by cervical dislocation. The tis-
sues were surgically resected and placed in an imaging dish with
a clear glass bottom coverslip (P35G-1.0-14-C, MatTek) contain-
ing ~100 ul of freshly prepared 1x phosphate-buffered saline and
placed on ice until imaging. The pig skin was obtained from a local
butcher, and the fresh hide was acquired at the beginning of the day,
right after slaughter. A small square was cut from the back skin after
preliminary hair removal using clippers and a razor.

SUPPLEMENTARY MATERIAL

See the supplementary material for Movie S1 and the supple-
mental figures S1-S18.
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