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Background - Health Equity





Source: “Addressing Imbalance,” by Tony Ruth for the 2019 Design in Tech Report: https://designintech.report/2019/03/11/%F0%9F%93%B1design-in-tech-report-2019-section-6-addressing-imbalance/
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Conceptually Mapping SDoH



Why this Matters

“However, if not developed and 
implemented equitably, technology 
advancements could actually widen 
disparities in care as the “haves” get 
more and the “have-nots” are 
increasingly left behind.” 

Andrea Daquino

MIT Technology Review

The Persistent Health Care Access Gap 
for Children in Poverty

The Children’s Health Fund, 2015



Why this Matters

Black patients assigned the same level 
of risk by the algorithm are sicker than 
White patients. The authors estimated 
that this racial bias reduces the number 
of Black patients identified for extra care 
by more than half.



Why this Matters



Special Considerations for AI in Healthcare



General Considerations

• AI is highly dependent on data

• Healthcare data is… messy

• Missingness

• Bias

• Class imbalance

• Human-generated variation

• Result of complex interconnected systems that are 

not necessarily well understood by its users
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• Identifying at risk individuals

• AI-enabled remote monitoring

• AI-driven behavior modification

• Early detection

• Risk stratification

• Comorbidity screening

• Patient support and education

• Clinical decision support

• Treatment optimization

• Comorbidity management

• Population health management
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Key Principles

• Safety and Efficacy

• Equity and Inclusivity

• Informed Consent and Transparency

• Data Privacy and Protection
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Regulation of AI in Healthcare

• Many countries regulate AI applications in healthcare

• Software as a Medical Device (SaMD)

• Often treated as a medical device (FDA, EMA, Health Canada, etc)

• IMDRF guidance on SaMD

• Most regulated AI is static: AI was used to develop the algorithm, but once it is 

reviewed and approved, it is no longer learning in the real world (otherwise, not the 

same algorithm that was reviewed and approved) 
13



AI Legislation
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US - Executive Order on the Safe, Secure, and 

Trustworthy Development and Use of Artificial Intelligence
EU - The AI Act
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AI Governance

Models, Data 
& Architecture

Operating 
Model

How will your organization govern AI models, 

their evaluation, and implementation?

How will your organization develop AI models 

and the required infrastructure?

How will your organization implement AI 

models and continuously improve and 

innovate?



3 General Pathways for AI:

16

1

2

3

Purchased 

technology, 

regulated, 

contracted

Research 

applications, not 

directly affecting 

routine patient care

Clinical 

applications, 

operational 

applications

AI governed by 

contract

AI governed by IRB

AI governed by AI 

Oversight Committee

Available to provide 

guidance to purchasing 

decision makers

Available to provide 

guidance to IRB



Thank You.

Juan Espinoza, MD

jespinozasalomon@luriechildrens.org

@juanespinozamd

Please, give me feedback on today’s talk: 

https://tinyurl.com/JuanEval

https://airtable.com/shrgBH0ltwKdyyjDW

mailto:jespinozasalomon@luriechildrens.org
https://tinyurl.com/JuanEval
https://airtable.com/shrgBH0ltwKdyyjDW
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