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1. Project Overview
The International Workshop on Artificial Intelligence and Quantum 

Information Applications in Homeland Security was held in Arlington, 

Virginia on December 12–13, 2017. This document records the ideas 

and discussion that emerged in the Workshop, along with some  

additional reflections on key themes and future implications.

The Workshop was proposed by the Critical Infrastructure Resilience 
Institute (CIRI) to provide a forum in which international experts could 
discuss the application of certain technologies to enhance the security and 
resilience of critical infrastructures. Specifically, artificial intelligence (AI), 
especially machine learning and deep learning, has the potential to help 
humans find new solutions to complex problems much faster than humans  
can, and quantum information processing (QIP) has the potential to develop 
solutions to problems that were hitherto impossible to solve. The importance  
of critical infrastructures to the homeland security enterprise cannot be 
overestimated. It was recognized that a means of exploring how security 
and resiliency might be enhanced using AI and QIP would be of significant 
value. The Workshop was intended to serve that role, and to result in the 
creation of this document, with the goal of providing guidance on potential 
future funding of research and development focused on such applications. 

Protection of critical infrastructures is a human-intensive activity.  
For example, humans need to gather information for risk assessment, 
perform analyses, develop plans for recovering from deleterious events, 
analyze emergencies, and make decisions leading to remediation. Critical  
infrastructures are becoming increasing complex, and that has at least 
two kinds of negative consequences. First, the tools available for planning, 
analysis, and response have to be used by people whose knowledge base 
and skill sets are significantly different from those of the experts who built 
the models and algorithms used by the tools. The more complex critical 
infrastructures become, the greater the gap between tool complexity and 
user skill set will be. In addition, as critical infrastructures become more 
complex, and as the models of those infrastructures become more complex 
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in detail and in geographic and temporal scope, the computational challenge 
of analyzing those models increases as well.

The fields of artificial intelligence, machine learning, and deep learning are 
making rapid advances and may enable more and better analysis, planning, 
and response to events by relieving humans of the burden of needing to 
understand all this complexity in detail. Natural language processing has 
the potential to accelerate data collection by automating tasks now normally  
done by humans, and has the potential to make the space of data that can 
be collected much larger. Machine (and deep) learning has the promise of  
finding correlations in data gathered from critical infrastructures that automate  
the discovery of anomalies, suggest optimizations for real-time data gathering  
and analysis, form the basis for data-driven models of critical infrastructures  
and their response to events, and aid at every step when humans make 
decisions about planning, response, and recovery.

The field of quantum computing is newer and much less advanced than AI,  
but offers the promise of eventual tremendous advances in computational  
capability. Quantum computing could have significant ramifications in at least  
two areas of interest to the homeland security enterprise. The well-known 
ability of quantum algorithms to factor the product of two very large prime 
numbers threatens the foundation of most public key encryption schemes 
in use today. To the extent that critical infrastructures depend on computers  
and communication, and to the extent that protection against interference 
is based on cryptography, work in so-called quantum-resistant cryptography  
has impact on the cyber-security of future critical infrastructures. A positive  
potential for quantum computing is the theoretical ability of quantum 
computers to solve certain kinds of optimization problems that simply 
cannot be solved by ordinary computers. That is a very broad possibility, 
but also very important if, as we are able to model critical infrastructures at 
significant levels of detail, we encounter problems in areas such as optimal 
resource allocation, or optimal pre-placement of response assets. Aside 
from the longer-term benefits of quantum computing, there are other 
potentially nearer-term applications for secure communication (quantum 
cryptography) and quantum-enahanced metrology (for improved sensors, 
magnetometers, and telescopy).
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The promise we see for significant positive impact in protecting critical  
infrastructures helped guide the discussions with AI and QC experts that led 
to the Workshop. The Workshop enabled discussion among government,  
industry, and academia on how quantum computing and artificial intelligence  
could affect infrastructure security and influence future policy decisions 
pertaining to DHS areas of responsibility. Gaps and requirements identified 
in this process may be used to inform strategic research initiatives  
for both the United States and Canada. 

This material is based upon work supported by the U.S. Department of 
Homeland Security under Grant Award Number 2015-ST-061-CIRC01. 
Disclosure: The views and conclusions contained in this document are those  
of the authors and should not be interpreted as necessarily representing the  
official policies, either expressed or implied, of the U.S. Department of 
Homeland Security.
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2. Outcomes
The potential for and threats posed by emerging technologies are of crucial 
importance to homeland security and defense. Furthermore, the impacts 
are common to Western democracies. For that reason, the U.S. Department 
of Homeland Security’s (DHS) Science and Technology (S&T) Directorate  
partnered with Defense Research and Development Canada (DRDC) to 
construct a collaborative Workshop on Artificial Intelligence (AI) and 
Quantum Information (QI) Applications in Homeland Security. The bilateral  
workshop was organized by the Critical Infrastructure Resilience Institute 
(CIRI, a DHS S&T Center of Excellence) and held in Arlington, Virginia 
on December 12–13, 2017. It brought together thought leaders from  
government (6 from Canada, 40 from the US), academia (4 from Canada, 
15 from the US), and industry (2 from the US). The steering committee 
was composed of engaged members from both Canada and the US and 
assisted the program by identifying relevant topic focus areas and bringing 
together experts from both countries, some of whom were already collab-
orating. As was evidenced by the people in attendance from both countries 
and their interactions, both the US and Canada have a keen interest in the 
future of AI and QI in the realm of homeland security and defense.

The Workshop consisted of keynote presentations, sessions of technical  
presentations, and panel discussions, with significant blocks of time reserved  
for discussion among the presenters and the floor. Throughout the workshop,  
the organizers directed the discussion towards 2 key questions: 1) what are 
the gaps in AI and QI research, and 2) where should research efforts be 
best applied?

The key outcomes of the Workshop are summarized below. A more detailed  
report of the keynote talks, sessions, and discussions is provided in the 
following sections of this document. 
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2.1. Outcomes: Bilateral Support for Research

The national leaderships of both Canada and the US are keenly interested  
in understanding the likely trajectories of AI and QC/QI, with DHS  
particularly interested in the development of AI-based data analysis.  
All representatives anticipated that the outcomes of this workshop will help 
shed light on those trajectories.  The national leadership was engaged 
throughout the Workshop, asking questions of participants and offering 
observations from their perspectives.  The keen interest in partnership in 
these areas was expressed as well during networking times.  An outcome  
of the workshop is a reinforced desire to have the US and Canada work 
together at the leadership level in these areas, just as we are already working 
together at the research level.

2.2. Outcomes: Artificial Intelligence

Presentations documented the successes that AI—and machine learning (ML),  
in particular—have had so far in diagnostics, image and speech recognition, 
and forms of automated control. However, Workshop participants were 
unable to identify many existing applications in homeland security and  
defense, the exception being some machine learning support that is available  
for first responders. Workshop attendees did see the potential for application 
in areas such as:

• Image recognition

• Identification of terrorist threats 

• Automated association of documents with closely associated content

• Improved analysis of shipping at ports

• First response

Machine learning technology and ML tools that implement it are advanced,  
and further developments are moving forward rapidly. DHS and defense 
agencies can expect positive results by investing in ML development in 
applications where strengths have already been shown. 
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For example, the need to visually identify threats is widespread.

• TSA would benefit from improved visual and threat analysis of: 

 Scanned luggage

 Human faces

 Vehicles approaching airport entrances

• Law enforcement professionals would benefit from improved 
visual and threat analysis of: 

 Crowds

 Physical objects in sensitive contexts (e.g., devices  
used in the Boston marathon bombing)

• The US Coast Guard would benefit from improved visual and 
threat analysis of:

 Surveillance tracks of vessels in coastal waters

 Port operations

We can expect acceleration in AI-enhanced visual analysis because of the 
huge push towards automated vehicles. An opportunity exists to leverage 
the foundational work being developed in industry and academia for key 
applications. The investment here would be in application of the newly 
emerging technology, not the new technology itself. 

To identify threats is one thing; to respond to them is another. ML may 
have application here as well. Much of the existing work on automated 
control is about response to inputs. In that sense, the ongoing work in ML 
might be leveraged in providing a framework for connecting observation 
with response. The closer the application is to automated control, the better 
the chance of success in, for example, real-time monitoring of vehicles in 
a transportation system. Artificial intelligence based on models of context 
and behavior finesse the requirement for large volumes of data, but require 
investment in foundational research.

Threat detection and analysis can involve correlation of different kinds of 
data from different sources. This seems to be another promising area for  
investment, in that machine learning is adept at discovering correlations 
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that are not otherwise evident. However, the challenge here (as is often the 
case with machine learning) is in training the algorithms with quality data.

Workshop attendees also identified a number of technical gaps that need  
to be addressed before AI can reach its potential, including: 

• Mapping of homeland security and defense problems into forms 
addressable by AI

• For ML, a number of issues related to data, including:

 Data standards, and interoperability between standards 
for sharing, that are used in machine learning

 Reduced reliance on human-based data tagging and  
curation, which is particularly necessary when data  
are sensitive and the availablity of human resources for 
tagging is extremely limited

• For ML, robustness concerns, as ML is susceptible to pre- and 
post-training attacks that can dramatically impact its predictions

• A means of validating AI-generated outcomes

• A practical online means of detecting new types of behavior  
(unknown unknowns) not present in the (offline) training process 
(i.e., unsupervised anomaly detection)

• A feasible way of interacting with human supervisors in the loop 
to adapt ML platforms to new observations (i.e., semi-supervised 
active learning)

We think a good first step to the mapping problem would be to fund a study  
to explore that mapping, a study that would examine leading data-intensive 
problem areas and point to specific examples of AI technology that might 
address it, and identify gaps whose closure would enable that application. 

Unless a standards body like the National Institute of Standards and Technology  
(NIST) gets involved, the problem of data standards and curation is one 
that industry will have to sort out. Investment in ML research will need to 
go forward against the hope that the marketplace will take care of this, as it 
has in other cases where standards were needed but were absent.
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The technology of ML is fragile. Existing work has shown how to attack  
the training, and how to attack the classifiers that result from the training.  
We still lack an understanding of how to defend against such attacks.  
From a legal point of view, a number of problems remain to be resolved. 
The most pressing issues relate to responsibility in the event that ML causes 
harm or damage, and ensuring that privacy laws are respected in the use 
of ML. Thus, robustness of ML is a very real issue, and we believe that any 
funding placed on development of an ML-enabled application for defense 
and the homeland security enterprise should be given with a requirement 
that the research address fragility, at least deeply enough to enable under-
standing of the robustness of the developed solution. Likewise, any serious 
investment in ML development must also demand attention to the valida-
tion of the results produced by the model. However, validation is a deep 
issue that may require some investment in foundational research.

The Workshop also identified a number of challenges to adoption of  
data-dependent decision support within organizations. They include:

• Mapping of recognized problems into forms that tools can work with

• Recognition and acceptance of the high overhead of annotating 
and curating data (which again is problematic when data are 
sensitive)

• Organizational acceptance of new approaches, which requires

 An ability to assess the technology

 The ability of executives to understand what the approaches  
tell their operators and be willing to risk their own  
performance assessments on use of these technologies
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Practical difficulties aside, the risks of ML are significant enough when used  
in life-critical situations that as these risks become more widely recognized, 
government will be called upon to develop policy governing its use. 

2.3. Outcomes: Quantum Computing and
Quantum Information

Workshop presentations documented the basic principles of quantum  
information processing (QIP). A great driver for research into quantum 
computing was the discovery of Shor’s algorithm by Peter Shor, an algorithm  
that if implemented on a quantum computer, could crack known classical 
public key encryption schemes. Since then, theorists have found algorithms 
for quantum computers for a variety of mathematical problems.

One recognized gap is in the development of effective quantum-resistant 
cryptography. Cryptographic algorithms whose codes cannot be broken by  
quantum computers are very much a gap area. Aside from the cryptographic  
application, the Workshop attendees did not identify a compelling quantum  
computing application of interest to homeland security and defense.  
Nevertheless, there is significant research activity on building quantum 
computers, and significant advances have been achieved. The gaps to 
be closed on that front are engineering ones, in creating qubits that are 
fault-tolerant enough to be assembled into so-called logical qubits (which 
are assumed by the quantum computing algorithms). The gap that must 
be closed to achieve the goal of using a quantum system to emulate some 
other real (physical) system is smaller, but again, the Workshop attendees 
did not identify an application of that approach that was recognizable as 
interesting for homeland security or defense.

Applications of quantum information, though, do have significant potential 
in the domain of homeland security and defense. One general application 
area is quantum metrology, or measurement. Useful precision sensing and 
measurement of many phenomena are possible, including:

• Atomic clocks

• Magnetic fields in medical applications 
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• Inertial navigation 

• Protein concentration 

• Accelerometers

Continued research in quantum metrology can be expected to improve 
existing accuracies and bring in new applications.

Another significant application of quantum information would be the 
establishment of a communication channel through which participants 
can generate and use an arbitrarily long, secret shared key such that if an 
eavesdropper observes any of the key bits in transit, both participants can 
detect the observation and abandon the compromised key. Also known as 
quantum key distribution (QKD), this technology is in a significantly more 
advanced state than quantum computing. Secure generation and sharing of 
a one-time pad is a bit of a Holy Grail in security, and QKD offers the best 
hope going for that. Progress on that front has been substantial, with several 
demonstrated proofs-of-concept. The gaps here are partly scientific and 
partly engineering. For the science piece, the security of shared secret key 
generation has been shown to be dependent on the security and correct  
implementation of the hardware implementing it. Some hardware implemen-
tations are vulnerable to so-called side-channel attacks in which information 
about the generated key can be “leaked” without detectable observation. 
An understanding of what constitutes a truly secure implementation is 
needed. For the engineering part, channels have to be constructed with 
sufficiently good transmission rates and sufficiently low error rates. That is  
seen to be an important problem to solve for defense applications. Until  
(and unless) a quantum-resistant algorithm for secure generation of a 
shared key is discovered, QKD is the best hope for finding the Holy Grail.

While quantum algorithms for cracking classical public-key cryptography 
have been known for some time, there is no immediate threat that quantum  
computers will be built to realize that threat. Nevertheless, progress on the 
technology front has been significant, and the community believes that 
effective quantum computers will eventually be built. For the time being, 
the pool of experts who can develop quantum algorithms is small, and the 
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problem domain is intellectually very challenging. Still, the gains possible 
with important problems that cannot be effectively solved with classical 
computers are significant enough to warrant continued effort in making 
quantum computing a reality.

The Workshop specifically looked at the relationship between machine 
learning and QI/QC. There appears to be a rich interplay. The current 
trends in ML algorithm development (particularly deep learning) depend 
heavily on a problem solution style that currently uses optimization and 
linear approximations. Optimization and linear algebra are areas in which 
quantum computing promises to outperform conventional techniques at 
scale, so the support of QC for ML bears continued tracking. The benefits 
of quantum-based measurement for defense and homeland security seem 
significant as well, particularly in the GPS, imaging, and detection applications.

The Workshop also examined the two main competing approaches for 
building quantum computers; they vary in the physical systrems exploited 
to create quantum effects. Both approaches have made significant strides in  
recent years, and the investments by large companies in these technologies  
are likely to produce better insights into what is possible and what limitations  
still remain. Yet another approach is to build quantum-based emulators 
of other physical systems. Realizing the potential of quantum simulation 
seems nearer-term; the main challenge is that of finding a set of interesting 
and important problems that can be directly mapped to the Hamiltonian 
framework that is currently needed.

From the point of view of research investments, widespread practical  
application of QIP is farther off than widespread practical application of 
ML. However, while ML faces the very significant problem of becoming 
robust and verifiable, at present the main impediments to developing some 
sort of practical application of QIP are based on engineering challenges more  
than conceptual challenges. Unlike ML, the foundational theory behind 
QIP is solid. As the nearest-term application of QIP is more likely to be in 
defense than in the homeland security enterprise, our recommendation is that 
defense continue to invest in its development.
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3. Summary of Workshop 
Presentations

This section of the report summarizes the presentations made, providing 

greater depth to the observations and recommendations made in the 

“Outcomes” section of this report.

3.1. Perspectives of National Leadership

The DHS Deputy Assistant Secretary for Strategy and Analysis opened the 
Workshop by describing the challenge of using data analysis to support 
decision-making at DHS with respect to resource allocation. According to 
the current state of the practice, development of decisions depends heavily 
on the subjective opinions of subject matter experts (SMEs). While SME 
opinions are valuable, DHS is rich in data that go unanalyzed, and it would  
be desirable for those data to be used systematically to improve risk mitigation  
in developing and supporting resource allocation decisions.

DHS S&T’s Chief Scientist then expanded on some of those themes,  
specifically in calling for data analysis to mitigate risk. The homeland security  
enterprise (HSE) is a vast network of interrelated pieces, and within that 
network, it is difficult to predict and understand an adversary’s motivation 
or intentions, or how to influence the adversary’s behavior. AI is driving 
markets already, and quantum computing may enable analysis of data at scale.

The Chief Scientist of Electromagnetic Sciences, DRDC, then outlined Canada’s  
significant investments in AI and QI/QC. In 2017, the DRDC introduced a 
new defense policy with emphasis in data analytics, deep learning, autonomous  
systems, and quantum, including a $1.6 billion investment in external S&T 
innovation to support defense and security challenges, according to speaker  
Peter Mason of Defence Research and Development Canada. The agreement  
between Canada and the US, which enables them to work together in these 
areas, was highlighted. Canada is building a national research community 
on AI, and has a quantum strategy that has included investment of more than  
$1B in quantum R&D over the past decade. That investment has been aimed 
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at protecting critical cyber systems and information, and strengthening 
Canada’s defense and security capabilities. Canada’s keen interest in the topics  
of the Workshop was stressed.

3.2. Keynote: Artificial Intelligence: 
The Next Digital Frontier?

Mr. Sree Ramaswamy of the McKinsey Global Institute offered a working 
definition of artificial intelligence as, “intelligence exhibited by machines, with  
cognitive functions that are associated [with] humans. Cognitive functions 
include all aspects of perceiving, reasoning, learning, and problem-solving.”  
There has been significant industrial interest in AI; venture capitalist investment  
increased by nearly 300% from 2013 to 2016, and technology giants invested  
$35 billion in AI during that period, according to McKinsey Global Institute. 
AI can deliver excellent results in retail, manufacturing, electrical power, and  
health care. Nevertheless, there remains skepticism about AI with respect to its  
actual return on investment, although there is less skepticism among companies  
that are undergoing digital transformation in their operations. Mr. Ramaswamy  
noted that there is little “home-grown” development of AI in government. 
With respect to the potential for AI-based data analysis in defense applications,  
he noted that the industry is fragmented, with no standards for data, and 
indeed no expectation for standards. To achieve its greatest potential, AI 
needs to operate across organizations, and without shared standards, this is 
currently very difficult. In response, large organizations are pushing their 
own data standards, but they so far have not been interoperable.

3.3. Trust in Machine Learning

Dr. David Miller from Penn State addressed the fragility of machine learning.  
An adversary who can tamper with training data can befoul ML classifiers,  
and an adversary who has knowledge of a classifier can add carefully crafted  
noise to inputs to induce misclassification by the ML classifier in such a way  
that it is not detectable by a human observer.  Such knowledge of a classifier  
can be obtained by “reverse engineering” attacks that employ subtle probing.
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Dr. Ryan Calo from the University of Washington spoke to legal challenges  
related to making inferences from analysis of data. Cases that will give 
some insight into current legal views include ones that test whether it is 
legal to access an individual’s cell phone records without a warrant, or 
whether it is legal to use a tracking device to monitor vehicle movements 
without a warrant; the answers to both may imply a new understanding of 
the Fourth Amendment. Another legal issue concerns accountability and 
consequences of actions taken based on application of ML. An ML tool 
that mispredicts some business trend has different accountability from one 
that misjudges an environment and physically harms property or a human 
as a result.

Dr. Kirsten Thomasen from the University of Windsor provided a Canadian  
legal perspective, particularly with respect to ML and drone technology. 
Their combination poses very real threats, such as automated targeting; for 
example, an attacker could crash a drone into the White House or attach a 
gun to a drone. Using drones to gather information automatically is another  
threat. On the other hand, drones have tremendous potential for use in 
monitoring borders and coastal regions. Canada has introduced a voluntary  
drone registration program, and has legally established limitations on using 
technology to gather information indiscriminately. 
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3.4. Artificial Intelligence for Next-Generation
First Responders

Dr. Kyongsik Yun from the Jet Propulsion Laboratory (JPL) of the National 
Aeronautics and Space Administration (NASA) discussed the prospects for 
using AI in first response. He described JPL’s AUDREY (Assistant for Under- 
standing Data through Reasoning, Extraction, and sYnthesis) reasoning 
system, which performs data fusion and gives situational awareness to first 
responders. AUDREY extracts features from data and uses a Bayesian model  
to prioritize and advise in response. This model accommodates missing and  
contradictory data.

3.5. The Importance of Organizational Maturity 
with Respect to Artificial Intelligence and 
Machine Learning Automation

Mr. Stephen Dennis of DHS S&T led a panel of domain experts in discussing  
the application of AI in areas of DHS responsibility. He spoke to challenges 
in application of ML, including, first, the problem of casting a problem 
in a form suitable for ML; and second, the potential difficulty of gaining 
acceptance of ML techniques by the organization. Outsourcing of ML has 
been tried, but the nature of the technology is that intimate knowledge 
of the specific problem domain is needed; “cookie-cutter” technology or 
approaches don’t work.

Dr. Aaron Mannes, a senior policy advisor to DHS S&T, stated that the 
lines between statistics, “big data,” and “data analytics” are blurred, which 
can matter in an organization’s perception. Furthermore, there are social 
and legal constraints on how an organization can approach development  
of a technological solution, and that solution needs to lead to decisions.  
For adoption, the effectiveness of an approach needs to be demonstrated.

Dr. Meredith Lee, the Executive Director of the West Big Data Hub,  
is working to find practical and effective technology for use with data.  
She identified questions about the data as critical for ML: Who needs  
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the data? Who has the data? In what format? What decisions will be based 
on the results of the analysis?

Mr. Anil Chaudhry, the Director of the Regulatory Audit Systems and 
Innovation Office of Trade, U.S. Customs and Border Protection, discussed 
human-system integration. He works with people involved in Army logistics 
who will use brute force and bypass fancy solutions to get what they want, 
if they do not trust the fancy solutions. However, smart operators working 
with smart academics can lead to insightful solutions that will be used.

3.6. Keynote: Security in the Quantum Era

Dr. Michele Mosca of the University of Waterloo introduced quantum 
computing and quantum information and their implications for security,  
in particular the known threat that a quantum computer would be able 
to efficiently solve the mathematical problems upon which the security of 
most modern cryptography rests. The ability to build a scalable quantum 
computer depends on the ability to produce a foundational element called 
a qubit, which effectively manages quantum randomness to produce acceptable  
error bounds. Construction of qubits is very much an active research area, 
with competing approaches being pursued.

A list of research problems includes:

• Building scalable, fault-tolerant quantum computers

• Creation of a quantum software tool chain (particularly as the 
programming model to take advantage of quantum effects is  
very different from any traditional programming models)

• Development of quantum algorithms

• Development of quantum-resistant cryptographic algorithms

• Key management in quantum cryptography

Dr. Mosca commented on what an organization can do to manage the risk 
that quantum computing might be used to break its cryptography. First, the 
organization ought to assess the dependence of the execution of its mission 
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on cryptography. Second, it ought to track the quantum computing technology  
development, and, as needed, manage its IT procurement in light of the 
threat and communicate the issue to IT vendors. Dr. Mosca does not see 
quantum computing as an immediate threat, but believes that the technology  
hurdles will eventually be overcome and that classical cryptography will be 
susceptible to being cracked.

Dr. Andrew Childs from the University of Maryland discussed quantum  
algorithms, focusing on identifying problems that could be solved efficiently  
on quantum computers but not classical ones. These include factoring of 
integers, certain problems in the structure of algebraic systems, evaluation 
of formulas, unstructured searching, finding of collisions, and various 
graph problems. Dr. Childs noted that there are limitations to quantum 
computing. Some problems will remain intractable even in the presence of 
quantum computers, and some challenges do not yet have known quantum 
algorithms for solution.

3.7. Applications of QI/QC

Dr. Jacob Taylor from the University of Maryland addressed two topics:  
the interplay of quantum technology and machine learning, and the  
quantum limits for measurement.

He identified ways in which ML can aid in the design of quantum lab 
experiments. The parameters for an experiment live in a high-dimensional 
space, but an interesting subset has a fairly narrow range that can be identified  
with human intuition. One might hope that ML would be applicable in 
that context, and indeed there have been demonstrations in which it found 
interesting parameter settings in places and ways that might have been 
missed by humans. Error correction in quantum systems is a fundamental 
problem, and ML has been demonstrated here as well. 

Dr. Taylor also addressed the flip side: whether quantum computing offers 
computational advantages to ML model development. The answer is yes, as 
quantum annealing and quantum-based linear system solvers can speed up 
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the optimization that is at the heart of ML model development. However, the  
sort of exponential reduction of solution complexity known to be possible  
for quantum solution of factoring will be enjoyed by quantum-based machine  
learning only if the database itself stores qubits.

Turning to the benefits of quantum limits to measurement, Dr. Taylor  
illustrated a number of applications of precision measurement that are 
made possible through quantum sensors. They include atomic clocks,  
magnetic fields in medical applications, inertial navigation, protein  
concentration, improved accelerometers, detection of astrophysical RF  
(radio frequency) photons, and, critically, the ranging application that  
detected the presence of gravity waves. 

3.8. Quantum Information Science Overview

Dr. Gerald Gilbert from the MITRE Corp. reiterated some of the introductory  
concepts already presented by others, but with greater emphasis on the 
difficulties and limitations of the technology. Some of the limitations are 
physical, such as the difficulty of sensing accurately through the atmosphere;  
others are the result of inadequate engineering, such as loss of information 
through cables.

Dr. Gilbert also emphasized that a logical quantum bit is a mathematical 
concept; it has not been built, and we need to keep that in mind. He also asked  
the question of when we find quantum effects. Every physical system has an 
action, but what does it even mean to “be quantum”? Dr. Gilbert warned that  
there are problems when we use classical mechanics to approximate effects,  
but for systems with large actions, quantum effects are exponentially 
suppressed; and for systems with actions at a scale comparable to Planck’s 
constant, quantum effects are strong. A quantum bit has state and action  
at a scale comparable to Planck’s constant.

Dr. Gilbert also reviewed the Bloch sphere, which is the basis of quantum 
information science. He estimated that quantum sensing needs around 10  
qubits at a time, whereas there are 2,000 qubits in a D-Wave Systems machine;  
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but there are different qualities of qubits, so they are not comparable at all. 
Google claims that it is now testing a quantum computer with 72 qubits.

The area of quantum crypto is rife with threats, and the US is not the leading  
country in quantum information systems. Applications include adversaries’ 
ability to have unbreakable codes and the ability to see things about satellites  
that are not easily seen. 

3.9. State of the Art in Building 
Quantum Computers

Dr. Chris Monroe from the University of Maryland identified two quantum 
technologies that are being pursued to build quantum computers. One is 
based on superconducting circuits, with characteristics of fast clock speed, 
the ability to be created using printed circuits, and VLSI (very-large-scale 
integration), but qubits are not identical, and the topological connectivity 
between the qubits is fixed and limited. That limits the circuits that can be 
built for quantum computations. IBM, Intel, and Google are notable  
companies pursuing that approach. A second approach is based on trapped 
atomic ions. The qubits are identical, fully connected, and configurable. 
The challenges are slow clock speed and the greater amount of engineering 
needed to construct them. Honeywell is pursing that approach. Dr. Monroe  
compared the two approaches for quantum circuits built for specific search- 
oriented algorithms to illustrate the power of full connectivity among qubits.

Dr. Na Young Kim from the University of Waterloo discussed solid-state 
systems. She spoke in particular about quantum simulators, large-scale 
controllable quantum systems that can emulate other systems of interest. 
The simulated systems are themselves physical systems; exciton-polariton 
simulation is an example. She pointed out that mapping of problems  
onto Hamiltonian equations was the key to emulation (because a quantum  
simulator behaves in accordance with those equations), and asks how  
real-life problems can be so mapped.
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3.10. Current Progress and Future Prospects 
for Advanced Quantum Communication

Dr. Paul Kwiat from the University of Illinois and Dr. Thomas Jennewein 
from the University of Waterloo presented this topic. The power of quantum 
information is that correspondents who have never coordinated before can 
use quantum understanding of photons to generate a shared, arbitrarily long,  
random key for unbreakable encoding of messages—a physical implementation  
of a one-time pad, called quantum key distribution (QKD). The quantum  
underpinnings mean that (in principle) if photons used in the exchange 
are observed by a third party, both correspondents can detect the intrusion 
(and therefore not use the key, as it has been compromised). Drs. Kwiat and 
Jennewein then considered the issues of communicating these photons, 
through free space or through fiber channels. However, undetected eaves-
dropping may be accomplished by exploiting flaws in the implementation 
(such as lack of protection against certain side-channel attacks). Successful  
deployment depends on the channel as well; attention must be paid to 
noise and loss that impact key distribution.

Drs. Kwiat and Jennewein discussed the logical organization of a QKD 
system, and the need for signal amplification through so-called repeaters. 
Security requires each repeater to be trusted. A 2,000-km quantum backbone  
has been built in China that is capable of generating keys (and hence  
communication) at 20,000 bits per second. QKD is also under study by  
researchers funded by the U.S. Department of Energy. Other active research  
areas are in using satellites as trusted QKD nodes (an effort in which China 
is in the lead, followed by Canada, the US, Singapore, Germany, the UK, 
and Japan). Drs. Kwiat and Jennewein concluded with consideration of an 
internet in which qubits are shared rather than simple binary digits. Such 
an ability might lead to as-yet-unthought-of applications and innovations.
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4. Final Thoughts
Artificial intelligence, specifically machine learning, has demonstrated 
some remarkable successes, and a great deal of knowledge about it is being 
developed by the academic and private sectors. It is natural to ask if defense 
and the homeland security enterprise can leverage these successes to quickly 
apply ML to problems in their domain. The answer is a qualified yes. In the  
near term, problems will have to be chosen very carefully, as ones that 
sufficiently resemble applications for which ML has already been proven 
successful. The initial problems should not involve life-critical applications. 
While ML can be effective, it is also fragile and susceptible to malicious 
manipulation. There is potential, and some investment ought to be made into  
trying to realize that potential, but it is not clear when or if the foundational 
weaknesses of ML will be solved.

Quantum information processing rests on somewhat firmer theoretical 
ground, but practical applications are farther away. In the near term, the 
most promising application is in quantum key distribution for cryptography,  
an application that could be important to defense, but less so to the home-
land security enterprise. Another near-term potential is to use quantum 
emulation of physical systems to better understand those systems. While the  
technical potential is there, anything approaching practical application in 
either defense or the homeland security enterprise is still missing. The great 
fear that quantum computing will crack decades of past cryptography  
is based on a scientific principle, but the realization of that threat is far enough  
away that we have time to invent cryptography that is provably resistant to 
the power of quantum computers.

Funding metrology research has the benefit that the technology readiness  
levels (TRLs) vary, so government organizations can look to funding those  
applications that fit their horizons. For example, DHS may be more interested  
in applications in timing that preserve the function of critical infrastructure  
systems in the absence of GPS or quantum gravitometric sensors that can 
detect anomalies (tunnels, things inside containers). Other agencies may  
be more interested in low-TRL components such as quantum radars.
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The conclusion is that there is potential to be realized and research investments  
to be made, but when the objective is to realize new capabilities in the near 
term, for both AI and QIP, those investments need to be carefully chosen. 
There is great need and ample opportunity to invest in longer-term foundational  
research that would correct the weaknesses of ML and expand the application 
of QIP.
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author of CBP’s Presidential Transition Papers on International Engagements  
for the 2012 and 2016 presidential transitions. 2009–2011, Mr. Chaudhry 
was a Presidential Management Fellow at the Defense Business Transfor-
mation Agency, where he prepared the project management and life cycle 
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6. Appendix: 
Questions and Discussion

During Workshop discussions, questions and responses came variously 

from the moderator, other speakers or panelists, and members of the 

audience. While this record is fragmentary, it is included here for  

completeness, and also because the exchanges provide noteworthy 

factual information and an interesting range of perspectives. 

6.1. Highlights of the AI Discussions

QUESTION: What are the gaps in AI technology?

A representative from the Homeland Security Advanced Research Projects  
Agency (HSARPA) stated that when large amounts of information are 
obtained, something must be done with that information. Having a system 
that is aware of a change in the threat environment and can draw conclusions  
would be a use case for AI.

QUESTION: How can we use unmanned systems, and how can 
we protect against them?

After the gyrocopter incident at the Capitol, some have wanted to establish 
an intergovernmental team for the use of unmanned systems. Perhaps we 
can use such teams to protect against unmanned drones, and use policies 
to test these systems. An additional approach would be to classify drones 
that are produced as aircraft. However, there is pushback from industry, 
and there are laws against taking control of an aircraft remotely. 

QUESTION: Are there any components of government that 
produce or use AI?

The DHS S&T Integrated Product Team (IPT) wants to understand how 
these different components integrate, and they form teams from different 
areas. There is a data analytics engine that does R&D on promoting better 
decision-making. The analytics look across components to determine how 
to do a job better. 
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One attendee, who used to work on HSARPA/SCT for federal employees 
and contractors, said that these agencies do not have the resources to do 
much R&D themselves; so they need to reach out and inspire others to do 
more. There is an ongoing effort in Silicon Valley to understand fundamental 
security problems. 

QUESTION: How can AI be used to understand terrorist 
threats?

There is a complex question on law enforcement versus homeland security, 
and whether AI will be used to find criminal activity versus terrorist activity. 
One person stated that AI gives value daily and that there is a “winner takes  
all” aspect of AI, making reference to a comment made by Sree Ramaswamy.  
AI and ML in general are becoming more important in linking data. However,  
detecting connections ahead of time, to identify potential problems before 
they emerge, is difficult. 

QUESTION: What risks are there in the use of AI?

Human decision-making is slow and costly, and humans use tools to 
optimize decision-making. But on the other hand, if we trust the AI, how 
do we perform sanity checks to be sure that we are getting the right infor-
mation? AI is, after all, owned by a few, and is intelligent in that it knows 
much about the organization.

Eventually, algorithms have to be proven correct to be trusted by humans, 
but how do we even start to validate the decisions made by AI? This is 
part of the motivation for a Defense Advanced Research Projects Agency 
(DARPA) call for Explainable AI. Deep neural networks work well, but it 
may be difficult to explain how they work; furthermore, if the data are even 
slightly altered, problems arise. For example, in music classification, if one 
changes the tempo slightly, it changes the categorization produced by the 
AI, although it should not. It is not always clear (1) what is being learned, 
and (2) how fragile the algorithm actually is.

One participant claimed that deep neural networks create the cult of  
the amateur. There is a talent gap, and personnel often train themselves.  
The technology itself is old; what has changed is the availability of lots  
of data and computational power.
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QUESTION: What’s the story on the FAA’s grounding of  
the first commercial drone?

The US Federal Aviation Administration (FAA) grounded the first  
commercial drone, which was being tested for use in delivering beer to 
people ice fishing on the Great Lakes. Hundreds of billions of dollars 
were lost as a result of FAA’s policy. In general, we must wait and see as 
the courts fight out the debate over automated shipping in America. As a 
result, Amazon has begun testing automated drones in Canada. Norway 
is starting to look into automated ships. Some participants argued that the 
lesson here is that if the US ignores this developing trend, other countries 
will leave the US behind.

QUESTION: What are the challenges with respect to AI and 
privacy?

As a matter of policy, when using AI in surveillance, it would seem that 
privacy cannot be ensured.

An attendee from the Intelligence Advanced Research Projects Activity 
(IARPA) stated that homomorphic encryption techniques may allow one to 
construct a database consisting of encrypted data that can be accessed only 
via a limited set of questions that are “legal” to ask. Great strides have been 
made on that front, but there is a long way to go. If one wants general-purpose  
computation, then the operations available via homomorphic encryption 
are constrained. Moreover, there is a large overhead that impacts efficiencies. 

QUESTION: What are the best use cases of AI for DHS?

Image recognition may prove valuable for both DHS and the Transportation 
Security Administration (TSA).

Much is lost at ports. Bad actors make some items look duty-free when in 
fact they are not. Others use identity theft to divert shipments. There is a 
huge amount of criminal activity in this space.

DHS generates a tremendous amount of reports. How can one find needed 
information within that huge body of output? How can we find the things 
that we really want to read, whether they’re incident reports, regulations,  
or whatever? Also, work is being done in infrastructure and in policy, and we  
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need to be able to pull all such information together. Currently, everyone 
works on their own topic. AI might help link associated documents together.

Natural language processing of communications might help identify terrorists.  
There should be larger investment in that area. 

Some attendees said “If I could, I would” invest in the internal analytic  
maturity of DHS, since there are many products, but no clear way to evaluate  
them. Further, while tools exist, there is a mismatch between those tools 
and the problems faced by DHS.

An additional problem is that we don’t know what we don’t know, and  
analysts may not have time to think about how else to use data. 

QUESTION: For collection, preparation, and curation of data, 
what affects best practices? 

There needs to be a cohesion of stakeholder goals. Feedback mechanisms 
built into the design of an interface can help, as well as the ability to balance  
between agility and stability.

From an operational perspective, technologies are changing rapidly.  
Operators do not understand the data preparation problem, and tools are 
often limited by the operators’ technical capacity to absorb information  
efficiently.

Annotation of datasets is labor-intensive. For example, a large information 
technology corporation may use 10,000 humans every day to annotate data.  
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There is also need for an ontology of the data so that one can use datasets  
across different apps. Moreover, there is a challenge involved in being 
able to explain one’s business in terms of events and do a data audit, have 
descriptive statistics, and so forth. Is the information such that it can be 
leveraged to build business?

QUESTION: What would be an accurate breakdown of how to  
understand analysis? How does one evaluate an organization’s  
analytic maturity? Can you define your problem in such a way 
that it can be solved? What is your capacity to absorb the 
solution? 

One should take into account technical possibility as well as organizational 
infrastructure (e.g., the path from development to operations). 

Consider data analytics as a service. How can one engage with the resources  
one already has? There is certainly a gap between deploying a model in a 
lab and deploying a model in operations. One major financial corporation 
has 35 people who work on models; quality control is an issue.

There is a need for a framework for failure analysis and stress testing. How 
does one understand what the behavior of a product will be 100 years after 
one releases it? 

Analytic maturity needs to consider biases in the methods and robustness. 
DHS is a very data-rich organization, but needs to see what more it can do 
with such data in operational contexts.

We need to think through the business case and get to the stage where we 
can think strategically. That can be difficult, because DHS consists of “cops 
and firefighters,” and it can be difficult to think in the longer term with this 
mentality. 

An attendee recommended Daniel Kahneman’s book Thinking, Fast and Slow,  
which, among other things, discusses cognitive biases and the limitations 
of human cognition.
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QUESTION: Are there capabilities for measuring accuracy in 
decision-making? One needs mature data and analytics. How 
can one quantitatively measure executive success? Is there a 
qualitative measure, at least? If an executive can fail “within 
reason,” then he or she can do really good things. Otherwise, 
it is difficult.

We have the analytic capability to understand the ideal operator. One  
could then use that characterization of ideal operators to train others.

There is a need for tools to help communicate analysts’ findings to  
decision-makers. 

QUESTION: What are your recommendations on getting  
AI and analytics to work together? 

Focus on completing the mission. There needs to be a community of  
practice; to support that, we should have events, and learn who is curious 
to learn. 

6.2. Highlights of the Discussions on QC/QI

QUESTION: How can we achieve breakthroughs in quantum- 
resistant algorithms?

Quantum-resistant algorithms could be achieved by improving the incentives  
that we give people to work on them. Only a handful of people have the 
knowledge, skill, and intelligence to be successful. It might be possible to 
consider a teaching reduction for the top 10 academic researchers in the 
field; the process of trying and failing involved in working on big problems 
requires significant free time. Otherwise, researchers are going to pursue 
incremental improvements.

QUESTION: How significant is the threat? 

The first people to use quantum computing will be limited in number, as 
this work is highly specialized. However, on matters of national importance,  
the adversaries will have those specialists.
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QUESTION: Are there problems in DHS that are optimization 
problems?

There are problems within the government that are of interest. For example,  
IARPA is interested in quantum annealing. Other people are looking into 
quantum computing to make scientific efforts better, especially in the context  
of their high-performance computing efforts (e.g., the U.S. Department of 
Energy). The idea is to bring the domain scientists together with quantum 
computing people and foster conversation. 

QUESTION: How do quantum-generated data samples  
get labels?

We focused on reinforcement learning scenarios in which label generation  
is secondary. In an unsupervised context, we use algorithms to do the labeling.

QUESTION: What are the future benefits of nearly accurate 
sensor measurement?

The benefits include:

• Improved GPS navigation

• Improved imaging and detection technology

• Quantum key distribution 

QUESTION: The ion trap and superconducting approaches 
seem not to worry about connectivity. Are you looking at any 
nearest-neighbor error-correcting codes?

There is funding to make (only) a single logical qubit. What kind of error- 
correcting code would one invest in? If there is a large number of errors, 
then one needs tremendously more physical qubits for each logical qubit.

QUESTION: Superconducting approaches to qubits are not all 
the same. As one increases the number of qubits, how does 
that change the manufacturing constraints? 

As long as one knows what the fluctuations are, one can address them. 
Google actually tunes each of their qubits. With the superconductor  
approach (e.g., D-Wave’s), one has dozens of qubits.
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QUESTION: Do any of these approaches result in the  
accumulation of error over time? Is that an issue? 

That is an important question. It is very hard to calibrate how errors  
accumulate. This is a hard problem and a significant research area.

QUESTION: Analog quantum simulators: can we have one soon? 

It is not yet clear how useful they will be, perhaps for optimization. Quantum  
computing may not be able to solve a certain kind of optimization problem 
outright, but might be able to find approximations faster than a classical 
heuristic could. The field needs a recognizable killer app. For some problems,  
one does not need the absolute optimum, just a good answer. For such 
problems, imperfect quantum simulators might be good enough.

QUESTION: There is a lot of capacity in a channel; don’t you 
think passing a single photon is wasteful of that channel in 
terms of bandwidth, timing, etc.?

Classical technology allows people to play with terabits in optical fiber 
along with multiple frequency band and polarization. The problem in 
quantum is that each of the channels needs a detector. Therefore, the lack 
of fast and cheap detectors is a challenge so far. With high-bandwidth data, 
processing might be another problem.

QUESTION: Do you have any thoughts about secure storage 
using quantum encryption?

One challenge of secure data storage is that you have to store one-time pad 
keys; that is the current major source of overhead. A multi-priority protocol  
for key transfer might be useful in this case.

QUESTION: How can one increase the rate of quantum  
communication?

The current bottleneck is detectors; speeding them up should be the priority.
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