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Abstract—High penetration of distributed generation units
in microgrids has caused severe frequency stability challenges.
Coordinated secondary control can resolve this problem by
judiciously dispatching active power resources using the commu-
nication infrastructure that supports the microgrid operations. In
this paper, a distributed secondary control design for isolated mi-
crogrids is developed, and the effects of malicious attacks on the
communication links are also investigated. The proposed design
architecture consists of the local droop control in the primary
level and a distributed dual-ascent based update in the secondary
level. The objective of the latter is to achieve proportional
power sharing while maintaining the system nominal frequency.
Two types of malicious attacks on the distributed secondary
control, namely, the link and node attacks, are investigated.
To mitigate these attacks, detection and localization strategies
are developed by checking the values of the dual-ascent update
iterates. Numerical simulations on an isolated microgrid have
been performed to demonstrate the effectiveness of the proposed
control design and countermeasures against malicious attacks.

Index Terms—Microgrid, Frequency Stability, Droop Control,
Distributed Control, Cyber-Security, Malicious Attack.

I. INTRODUCTION

As the penetration of renewable energy sources increases
in microgrids (MGs), coordination of these mostly power-
electronics interfaced resources becomes crucial to achieving
system frequency stability [1]. Conventionally, the coordina-
tion of distributed energy resources (DERs) interface convert-
ers (DICs) follows from the power-frequency (P -f ) droop
control [2]. This class of control design is motivated by the
swing equation dynamics of synchronous generators and can
attain autonomous power sharing among DICs. However, the
P -f droop control can not guarantee zero frequency deviation
from the nominal grid frequency under varying operating
points. Albeit this issue could be solved by appending a local
frequency restoration mechanism, the power sharing relations
would be violated accordingly [2]. Thus, new (de-)centralized
control schemes are required for achieving these two goals
simultaneously.

Recently, the hierarchical control of isolated MGs has
become a standard operational paradigm [3], [4]. The droop
control along with inner-loop voltage and current control at
the primary control level is responsible for stabilizing the
system frequency and voltage while providing power sharing
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capability. At the secondary control level, the system-wide
information from all DICs is taken into account to minimize
the steady-state mismatch. Traditional secondary control fol-
lows from a centralized communication architecture to manage
system-wide resources. To reduce the communication cost and
enhance DICs’ plug-n-play ability, recent work has developed
several distributed secondary control designs by utilizing the
communications among neighboring DICs [5]–[7]. Although
a distributed control design with DIC-to-DIC communication
can indeed improve the system robustness to localized faults
and communication failures, it also makes the microgrid
infrastructure more prone to malicious cyber-attacks. Several
recent efforts aim to investigate the cyber-physical security
issues in monitoring transmission networks; see e.g., [8]–[10].
In addition to considering power system monitoring, a few
papers have addressed the vulnerability of grid control systems
by accounting for the cyber-physical coupling [11]–[13]. In
the context of isolated MGs, the cyber-physical vulnerability
of distributed frequency control design is of particular interest
due to the low system inertia.

In our proposed design, the DICs are governed by P -
f droop control in the primary level. As for the secondary
level, we formulate the steady-state frequency mismatch min-
imization problem as a consensus optimization one. Assuming
the communication graph among DICs is undirected and
connected, we adopt the dual-ascent algorithm for the sec-
ondary problem which leads to a distributed control design.
To adapt to the system dynamics that couples the DICs with
the power network, we advocate modifying the dual-ascent
updates originally derived for the steady-state objective to
an online feedback-based design that incorporates the instan-
taneous power measurements. We show that the proposed
control is able to obtain accurate power sharing while main-
taining zero frequency deviation under appropriate control
parameter choices. To study the impacts of cyber-attacks on
the proposed distributed control design, we introduce attack
models with either link-based or node-based adversary inputs.
Compared with previous work in linear consensus algorithms
under malicious attacks [14], [15], which requires system-
wide information, we propose effective attack detection and
localization strategies using only localized neighborhood in-
formation. Isolation of the malicious link or node can be
determined by a centralized MG energy management system.
Numerical tests on a DIC-based MG are performed using
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MATLAB� Simulink� to validate the proposed secondary
control along with our countermeasure designs.

The remainder of this paper is organized as follows. Section
II presents the droop control basics for isolated MGs while
formulating the steady-state problem at the secondary control
level. Section III develops the distributed frequency control
design by adopting the dual-ascent updates for the steady-
state problem. Attack models are introduced and the counter-
measures are offered in Section IV. Section V presents the
numerical results to validate our analytical claims.

II. P -f DROOP CONTROL IN ISOLATED MICROGRIDS

We consider an isolated microgrid with NB buses, where
the subset of buses N := {1, · · ·n} is installed with DICs and
the rest are load buses. Per bus-i, let the bus voltage magnitude
and phase angle be denoted by Vi and θi, respectively. Let Pi

represent the active power injection while P ∗
i the active power

rating of DIC-i.
For this isolated microgrid, we assume that all possible load

variations can be supported by DICs without violating any
limitation of the ratings. This assumption can be guaranteed
in the planning phase of deploying microgrids. Thus, with the
capability to support all loads, the operational objectives of a
secondary active power control in microgrids are two-fold:

(i) Zero frequency deviation from a nominal frequency under
steady-state.

(ii) Autonomous active power sharing among all DICs.
Specifically, DICs share the total loads according to their
nominal ratings such that

P1

P ∗
1

=
P2

P ∗
2

= · · · Pn

P ∗
n

. (1)

A class of DIC control, namely the power-frequency droop
control, has been proposed to achieve these objectives [2].
This control design is motivated by mimicking the dynamical
swing equation of a synchronous generator with zero machine
inertia. Defining the frequency deviation ω i := (θ̇i − ωb) per
DIC-i, it satisfies that

Diωi = P ∗
i − Pi − pi (2)

where θ̇i = dθi/dt and ωb are the frequency of DIC-i and
the nominal frequency set-point, respectively. The droop coef-
ficient Di is designed in accordance with the DIC rating. To
this end, we set an uniform Di/Pi∗ among DICs. Compared
to conventional P -f droop control, an additional control input
pi is introduced in (2). Considering P ∗

i and Di are fixed
parameters based on the size of DIC-i, one can only change
the operating set-points of DIC-i by judiciously choosing p i.
To understand the systemwide operation characteristics of P -
f droop controlled DICs, the following remark defines the
shared system frequency to which the network converges.

Remark 2.1: The joint behavior of all DIC frequencies
follows the Center-Of-Mass frequency

ωc =

∑n
i=1 Diωi∑n
i=1 Di

=

∑n
i=1(P

∗
i − Pi − pi)∑n
i=1 Di

. (3)

This remark directly relates the power balance to the system
frequency in isolated microgrids, which is independent of state
and can be determined directly from the power injections
[16]. Furthermore, due to the proximity among DICs in a
typical microgrid, all DICs should always converge to ω c under
steady-state. Albeit the individual bus frequency ω i could be
different under transient state, it is sufficient to only consider
the slow dynamics of secondary control while neglecting the
fast internal ones. Thus, we assume:

Assumption 2.1: All DICs share the same system frequency,
i.e., ωi = ωc, ∀i, and converge to ωc once the load condition
and control inputs are settled.

For a given secondary control design under the steady-state,
the objectives of controlling pi are equivalent to the following
two measures:

(i) Summing (2) over all DICs, which categorizes the fre-
quency deviation:

nωc =
∑n

i=1

(P ∗
i − Pi)

Di
−
∑n

i=1

pi
Di

. (4)

By setting the right-hand-side of (4) to zero, a systemwise
zero frequency deviation can be achieved.

(ii) Dividing (2) by P ∗
i , which manifests the power sharing

ratio Pi/P
∗
i :

Pi

P ∗
i

= 1− Di

P ∗
i

pi
Di

− Di

P ∗
i

ωc. (5)

Fixing pi/Di = pj/Dj, ∀i, j guarantees power sharing
among DICs since Di

P∗
i
, ∀i is the same by design.

Zero frequency deviation is achieved by ensuring ω c = 0.
Thus, upon combining (2) and (3) and concatenating all scalar
variables into vector form, the secondary control problem can
be cast as a consensus optimization one, as given by

min
p

1

2
‖(P ∗ − P − p)‖2

D−1

subject to
pi
Di

=
pj
Dj

, ∀i, j
(6)

where D := diag{Di} is an n × n diagonal matrix and the
weighted norm ‖v‖2D := vTDv. This is a quadratic program
and can be solved using off-the-shelf convex solvers. Yet,
the difficulty in solving (6) lies in the fact that active power
injection P is dynamical and dependent on p because of
power network coupling. Also, it is challenging to analytically
determine the relation between these two vectors without
modeling the microgrid network. In the following section,
we propose to tackle this problem by adopting a feedback
approach to account for system dynamics and to solve it in a
distributed fashion.

III. DISTRIBUTED SECONDARY CONTROL DESIGN

This section introduces our proposed distributed secondary
control framework. We first neglect the internal dynamics
coupling between P and p, and thus the objective in (6) is
fully separable. Furthermore, considering the communication
network among the set of DICs as an undirected and connected



graph G = (V,E), one can solve the consensus optimization
problem (6) in a fully distributed fashion.

A. Update Design

For notational convenience, we define optimization variable
xi = pi/Di and input variable ci = (P ∗

i − Pi)/Di where Pi

is locally measurable. We denote the set of DICs connected to
DIC-i as Ni := {j|(i, j) ∈ E}. Hence, (6) can be reformulated
as

min
x

∑n

i=1

Di

2
(ci−xi)

2, subject to xi = xj , ∀j ∈ Ni (7)

where the equality constraints in (6) is equivalent to the ones
in (7) under a connected graph G. Introducing Lagrangian mul-
tipliers μ̃ := {μ̃ij}∀i,j∈Ni :=

1
2μ for the equality constraints

in (7), we obtain the following Lagrangian function:

L(x, μ̃)=
n∑

i=1

⎡
⎣Di

2
(ci − xi)

2 +
∑
j∈Ni

μ̃ij(xi − xj)

⎤
⎦ . (8)

Based on the Lagrangian function L(x, μ̃), we adopt the dual-
ascent algorithm which works by cyclically minimizing the
primal variable x and performing gradient ascent-based update
on the dual variable μ̃. Its (k + 1)-st iteration for DIC-i with
stepsize ε > 0 involves the following two steps [17]:

xk+1
i = −D−1

i

∑
j∈Ni

μk
ij + cki (9a)

μk+1
ij = μk

ij + ε(xk+1
i − xk+1

j ), ∀j ∈ Ni (9b)

where μk
ij = (μ̃k

ij − μ̃k
ji) = 2μ̃k

ij by initializing μ̃0 = 0.
The droop controller takes in xk+1

i and updates according to
(2). Compared with conventional static optimization problems,
cki serves as a feedback control signal to account for the
power network coupling between P and p. Thanks to the
communication network, each DIC-i is able to exchange the
primary variable xi, which means the proposed secondary
control (9) is fully distributed.

Remark 3.1: Since μ0 = 0, we sum (9a) over all DICs∑n

i=1
Di(c

k
i − xk+1

i ) =
∑n

i=1

∑
j∈Ni

μk
ij = 0. (10)

Thus, ωc at (k + 1)-st is

ωk+1
c =

∑n
i=1 Di(c

k+1
i − cki )∑n

i=1 Di
. (11)

Interestingly, any power imbalance is compensated after one
iteration of the proposed update design (9). Assuming constant
loading, ωk

c =0 is assured for k ≥ 2. Thus, any changes in p
has no effect on steady-state frequency ω k

c .

B. Convergence Analysis

Performance analysis of the design is pursued assuming the
microgrid to be without any load disturbance, which leads
to

∑n
i=1Pi remain constant within the time period of interest.

Carrying out the stability analysis for the proposed control, we
define a vector λk,i.e., λk

i :=
∑

j∈Ni
μk
ij , and ωk :=(ck−xk)

as the frequency deviations at time instant k. The update rules
in (9) are

xk+1 = (−εD−1L+ In)x
k −D−1λk−1 + ωk, (12a)

λk+1 = λk + εLxk+1 (12b)

where L and In are the Laplacian of graph G and an n×n
identity matrix, respectively. Let zk=xk−xk−1 represent the
iterative changes in x, and (12) becomes[

xk+1

zk+1

]
=

[−εD−1L+In In

−εD−1L In

][
xk

zk

]
+

[
ωk − ωk−1

ωk − ωk−1

]
. (13)

Defining xk=(xk
A + xk

ω) and zk=(zk
A + zk

ω), we have[
xk+1
A

zk+1
A

]
=

[−εD−1L+In In

−εD−1L In

][
xk
A + xk

ω

zk
A + zk

ω

]
, (14a)

[
xk+1
ω

zk+1
ω

]
=

[
ωk − ωk−1

ωk − ωk−1

]
. (14b)

For k ≥ 2, note that (14b) always converges to ω k
i =ωk

c =0, ∀i
according to Assumption 2.1 and Remark 3.1. Therefore, it is
sufficient to analyze the stability of the proposed secondary
control by considering the state-transition matrix of (14a)

A=

[−εD−1L+In In

−εD−1L In

]
. (15)

Let W = {W1, · · ·Wn} ∈ R
n be the set of eigenvalues for

the underlying graph Laplacian L with a property of {0 =
W1 < W2 ≤ W3 ≤ · · ·Wn} [18], and similarly for D−1L
with U={U1, · · ·Un}. Specifically, calculating U is equivalent
to finding the eigenvalues of D− 1

2LD− 1
2 . Since L � 0 and

D 	 0, definiteness of D−1L for some nonzero vector v∈R
n

is

vTD− 1
2LD− 1

2v = (D− 1
2v)TL(D− 1

2v) � 0. (16)

Hence, the set of eigenvalues for matrix A is a function of
U ∈R

n

λA=

{
1

2

[
(2−εU)±

√
ε2U2−4εU

]
:U ∈U

}
. (17)

The stablity conditions for (15) can be guaranteed by selecting
a proper stepsize ε > 0 to ensure all the eigenvalues of matrix
A to be within the unit circle. As the null-space of L lies in
L1n=0, the average consensus solution for (15) is x=X1n

for some X ∈ R and z = 0 [18]. Notice that (11) already
guarantees ωk

c =0 for k ≥ 2,
∑n

i=1(c
k
i −xk

i )=nωk
c =0 holds.

To sum up, we have (ci−xi) = 0, ∀i and c=x=X1n because
of the consensus algorithm. Consequently, the two operational
objectives in (4) and (5) are achieved.

IV. ATTACK MODELS AND COUNTERMEASURES

In this section, the attack models against the proposed
distributed control are introduced, and the ensuing attack
detection and localization strategies are proposed. We consider
malicious communication signal inputs with constant value u,
which attend to alter the microgrid operating points.



A. Link Attack

We first study the link attack scenario, where the malicious
inputs are applied only to the information sent to specific
neighbor of the attacked node. Let u ij be the malicious input
received by node-i from link-(i, j) ∈ E, the update (9b)
becomes

μk+1
ij = μk

ij + ε[xk+1
i −(xk+1

j + uij)]. (18)

Combining (9a) and (18) into the compact form, we have[
xk+1

zk+1

]
= A

[
xk

zk

]
+

[−εL̄
−εL̄

][
ul

ul

]
(19)

where L̄ indicates the specific malicious links for ul. Ac-
cordingly, it is clear that the closed-loop system can not
converge to an average consensus solution. Therefore, the
information from neighbor nodes can be leveraged for the
attack detection/localization purposes.

B. Node Attack

Under the node attack scenario, the malicious inputs are
applied to the information sent to attacked node’s neighbors,
as well as the attacked node itself. By denoting ui as the
malicious input at node-i, the update (9b) becomes

μk+1
ij = μk

ij + ε[(xk+1
i +ui)−(xk+1

j + uj)]. (20)

Similar to the link attack scenario, the compact form becomes[
xk+1

zk+1

]
= A

[
xk + u
zk

]
. (21)

For some X̂ ∈ R, the closed-loop system under the node
attack scenario converges to a different inaccurate solution
with (x + u) = X̂1n. Compared to a link attack scenario,
the neighbors’ information is not indicative in this case as
each node will eventually achieve consensus. Fortunately, the
dual variable μk

ij keeps the memory of initial disturbances
introduced by malicious inputs, and thus can be employed for
attack localization.

C. Detection/Localization Strategies

Based on the aforementioned observations, the following
remarks are made for DIC-i under malicious attacks:

• Both link and node attacks: (cki − xk
i ) = ωk

i 
= 0.
• Link attack: (cki − (xk

j + uij)) provides the measure of
uij .

• Node attack: μk
ij tends to be larger compared with other

dual variable associated with non-malicious nodes when
node-j is compromised.

Accordingly, the following three different types of indices are
proposed: ⎧⎨

⎩
Ek

i = ‖cki − xk
i ‖

Ek
ij = ‖cki − xk

j ‖
F k
ij = ‖μk

ij‖
, j ∈ Ni. (22)

All the indices in (22) of node-i can be determined locally
based on direct neighboring information. For a given threshold
ET for both Ek

i and Ek
ij , Fig. 1 illustrates the flowchart of the

i TE E>

Start

max( )
Report Node-

ijF
j

Yes

NoYes

No

ij TE E>

max( )
Report Link-( , )

ijE
i j

Fig. 1. Flowchart for attack detection and localization strategies.

proposed attack detection and localization strategies, which
can be descried as the followings:

• Ek
i > ET indicates a non-zero frequency deviation. Thus,

the existence of malicious input should be localized and
isolated. This task is then passed to the next two stages.

• max(Ek
ij) > ET implies that the attack signal is either

from link-(i, j) or propagates from node-j. After this
event lasting for a pre-defined time period, node-i reports
link-(i, j) as a malicious link to the microgrid control
center.

• max(Ek
ij) < ET indicates a node-based attack. Node-j

from max(F k
ij) is reported as a malicious node to the

control center.

Based on the tolerable frequency deviation, ET can be de-
termined as both Ek

i and Ek
ij provide the measure of bus

frequencies. The microgrid control center then makes deci-
sions based on the information sent from DICs, and performs
the following isolation strategies: (i) switch attacked node-j
to the local primary control under a node attack event; (ii)
stop node-i from utilizing the information on the malicious
link-(i, j) under a link attack scenario.

V. NUMERICAL SIMULATIONS

Control block diagrams of individual DIC-i are shown
in Fig. 2, which consist of both the primary droop control
and distributed secondary control levels and the attack de-
tection/localization mechanisms. The local control in primary
level works with a sampling rate of 20kHz for 10kHz PWM
implementation, while the distributed control updates at a
much slower rate of a 5Hz due to limited communication
bandwidth. Fig. 3 depicts the system configuration of the
underlying microgrid where DIC-1 is connected to both DIC-2
and DIC-3, and thus receives information from both neighbors.
For ease of observation, we set the ratings of these DICs to
be the same as 2kW. The simulations are performed using
MATLAB� Simulink�.

A. Case I: Load Variations

We increase the system loading from half to full at t = 10.
The resulting DIC active power injections and bus frequencies
are shown in Fig. 4. Within a few seconds, the secondary
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Fig. 2. Proposed control diagrams for individual DIC i.
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Fig. 4. Case I: DICs’ (a) active power outputs; (b) droop frequencies.

control is able to achieve a zero frequency deviation and
accurate power sharing under such a severe disturbance. Notice
that ωk

c in Fig. 4(b) remains at zero for k ≥ 2 and wk
i →

wk
c , k → ∞. This corroborates our earlier Assumption 2.1 and

Remark 3.1. Therefore, as long as the detection time window
is sufficient, the detection and localization mechanisms should
not be affected.

B. Case II: Link Attack

An attack signal, 20% of the steady-state x1, is introduced
at t = 10 to link-(1,3) and received by DIC-1. The resulting
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Fig. 5. Case II: DICs’ (a) active power outputs; (b) droop frequencies.

plots of DIC output responses are shown in Fig. 5 while Fig. 6
depicts the detection indices of DIC-1. Clearly, the system
does not converge as the bus frequencies in Fig. 5(b) indicates
the existence of an attacker. In addition, Fig. 6 shows that there
is a significant difference between Ek

12 and Ek
13. Thus, for a

given appropriate threshold ET and a 10-second detection time
window, the malicious link is confirmed to be link-(1,3) and
reported to the control center based on the strategies in Fig. 1.
Because there is only one link connected to DIC-3, the control
center at t = 20 disables its communication and only allows
it to update based on the primary droop control. Accordingly,
Fig. 5(a) shows that the active power injections of DIC-1 and
DIC-2 reach a new consensus after t = 20 while DIC-3 no
longer participates in the operation of power sharing. Thus,
the frequency is back to nominal at t = 20 after isolation of
malicious link as shown in Fig. 5(b).

C. Case III: Node Attack

For a similar setting as in case II, a node attack signal with
the same level is inserted to DIC-3 at t = 10. The resulting
plots of DIC output responses, detection indices E k

ij and F k
ij

are illustrated in Fig. 7, Fig. 8 and Fig. 9, respectively. Under
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Fig. 6. Case II: Neighbor mismatches Eij computed at DIC-1.
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Fig. 7. Case III: DICs’ (a) active power outputs; (b) droop frequencies.

this attack scenario, albeit ωk
i and thereby Ek

i indicates the
attack being identified, there is no difference among E k

ij of
DIC-1 as an inaccurate consensus is achieved. Fortunately,
μk
ij has the memory of initial attack impacts as illustrated

in Fig. 9. By comparing F12 and F13 of DIC-1, one can
localize the attack at t = 20 and report to control center.
Similarly to case II, DIC-3 is switched back to local droop
control, a slight deviation in power sharing and a zero system
frequency deviation are observed in Fig. 7(a) and Fig. 7(b)
after t = 20, respectively. For future research directions, we
plan to incorporate the secondary voltage and reactive power
control designs and to investigate the cyber-security aspects of
inverter control in isolated microgrids.
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Fig. 8. Case III: Neighbor mismatches Eij computed at DIC-1.
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Fig. 9. Case III: µ-based detection indices Fij computed at DIC-1.
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