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Abstract— Emerging software defined networking (SDN)
paradigm provides flexibility in controlling, managing, and dy-
namically reconfiguring smart grid networks. It can be seen in
the literature that considerably less attention has been given
to provide security in SDN-enabled smart grid networks. Most
of the efforts focus on protecting smart grid networks against
various forms of outsider attacks only by providing consistent
access control, applying efficient and effective security policies,
and managing and controlling the network through the use
of a centralized SDN controller. Furthermore, centralized SDN
controllers are plagued by reliability and security issues. This
paper presents a framework with multiple SDN controllers and
security controllers that provides a secure and robust smart grid
architecture. The proposed framework deploys a local IDS in
a substation to collect the measurement data periodically and
to monitor the control-commands that are executed on SCADA
slaves. A global IDS in control center collects the measurement
data from the substations and estimates the state of the smart grid
system by utilizing the theory of differential evolution. The global
IDS further verifies the consequences of control-commands issued
by SDN controller and SCADA master. An alarm is generated
upon detection of an attacker or unsteady state of the smart grid
system. The framework also deploys light-weight identity based
cryptography to protect the smart grid network from outside
attacks. Performance comparison and initial simulation result
have been presented to show that the proposed framework is
effective as compared to existing security frameworks for SDN-
enabled smart grids.

Index Terms—SDN, Smart Grids, IDS, Attacks, Security

I. INTRODUCTION

Smart grid is a large-scale heterogeneous complex network-
ing between a several number of sensors, actuators, smart
meters, supervisory control and data acquisition (SCADA)
systems, and also end-user devices and appliances located
on residential and commercial premises in order to facilitate
the generation, transmission and distribution of power. The
communication infrastructure must be scalable, reliable, secure
and efficient to sustain the transmission of a massive amount of
real-time data generated by the deployed sensors in smart grid.
Software defined networking (SDN) can be integrated in smart
grid to achieve such communication infrastructure. It allows
to manage and verify the correctness of network operations
at run time. The globalized view of the SDN controller
allows fault (due to accidental failures and malicious attacks)
detection, isolation of affected components, and remediates of
abnormal operation in the SDN-enabled smart grid networks
more efficiently as compared to legacy based networks.

The proliferation of the smart grid technologies brings the
promise of an era of easy and optimal use of power delivery
systems as well as intelligence and efficiency. Recently, a num-
ber of research papers have been proposed in the literature [1]–
[8] to introduce the concept of SDN in smart grid networks.
Most of these proposals mainly focus on (i) the advantages and
potential risks of using SDN in smart grid and (ii) investigation
how SDN can fulfill communication requirements of smart
grid communication networks regarding properties like quality
of service (Qos), latency and link failover time (recovery
time from a link failure). However, considerably less attention
has been given to provide security in SDN-enabled smart
grid networks [9]–[11]. Most of the researchers assume that
SCADA master, SDN controller and their applications are
non-compromised. They further consider that SDN can offer
security in smart grid by providing consistent access control,
applying efficient and effective security policies, and managing
and controlling the network centrally. Their main focus on
protecting the smart grid networks against various forms of
outsider attacks and providing security assurance within the
cyber (or SDN) domain only. They significantly overlook the
insider attacks that may harm the smart grid system as a
whole [12]. It further suffers from possible reliability and
security issues due to use of a centralized SDN controller.

Contributions: In this paper, we propose a security frame-
work with multiple SDN controllers and intrusion detection
systems (IDS) to provide a secure and robust smart grid
architecture. A light-weight identity based cryptography [13]
has been used to protect the smart grid network from outside
attacks. A local IDS is deployed in a substation to collect
the measurement data periodically and to monitor the control-
commands that are executed on SCADA slaves. Whereas a
global IDS runs at control center and collects the measurement
data from the substations and estimates the state of the smart
grid system by utilizing the theory of differential evolution
[14]. It further verifies the consequences of control-commands
issued by either SDN controller or SCADA master. The global
IDS generates an alarm and notifies to the intrusion elimination
system (IES) if it detects unsteady state of smart grids.

Paper Overview: The remainder of the paper is organized
as follows: The state-of-the-art study is presented in Section II
followed by the attack scenario and system model in Section
III and Section IV respectively. In Section V we present our
proposed security framework for SDN-enabled smart grid.
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Section VI compares the proposed framework with existing
security frameworks and Section VII discusses simulation
environment and initial result. Finally, the paper is concluded
in Section VIII.

II. RELATED WORKS

In [1], Goodney et al. proposed to use SDN for controlling
communication between PMUs. The authors developed a
SDN-based network application to facilitate the management
of PMUs and implemented multicast and data rate filter-
ing functionalities using OpenFlow rules installed on SDN
switches. Dorsch et al. [2] demonstrated the use of SDN for
controlling and managing the transmission and distribution
in power grids. The authors introduced algorithms for fast
recovery from a link failure and load management. They
developed a SDN testbed to measure the communication
delays for IEC 61850 traffic. They further demonstrated the
QoS enforcement for grid data traffic with different priorities.
Kim et al. proposed in [3] to use OpenFlow switches to
form virtual local area networks (VLANs) for multiple grid
applications with different QoS requirements. In [4], Gyllstrom
et al. also developed and evaluated fast recovery from a link
failure algorithm in SDN-based smart grid networks.

In [5], Aydeger et al. demonstrated the usefulness of SDN
to achieve resilience in smart grid networks. They introduced
multiple connection interfaces among distributed substations
and investigated the effect of failures of the wired connection.
Zhao et al. discussed in [7] the efficacy of SDN to improve
the quality of service (QoS) routing for smart grids. The
authors designed a framework to enable an efficient decoupled
implementation of dynamic routing protocols. Akkaya et al.
[6] presented different SDN deployment scenarios in local
networks of smart grid to substantiate the potential utilization
of the SDN technology. Ghosh et al. in [8] proposed a sim-
ulation based analysis to demonstrate the effect of controller
faults (single-point-of-failure) in a SDN-enabled smart grid
infrastructure.

Molina et al., presented a SDN based architecture in [10] for
a substation that follows the IEC 61850 standard. The authors
included automation techniques for performing a flow-based
resource management that enable features such as routing,
traffic filtering, QoS, load balancing, monitoring, or security.
Cahn et al. [9] proposed a SDN-based power grid architec-
ture, called Software-Defined Energy Communication Net-
work (SDECN). This architecture mainly provides substation
automation that allows the network to auto-configure, secure
and reliable against possible incorrect configured systems. The
authors developed the SDECN prototype using Ryu OpenFlow
controller and tested with real intelligent electronic devices
(IEDs). Dong et al. presented a position research study [11]
to show how SDN can improve the resilience of smart grid
networks to malicious attacks. The authors further discussed
additional risks introduced by SDN in smart grids and how to
manage them.

III. ATTACK SCENARIO

A SDN-enabled smart grid mainly consists of three parts:
(1) a control center; (2) communication networks and (3) smart

Fig. 1. Attack Scenarios in SDN-enabled Smart Grids

power grid devices. Figure 1 illustrates the attacks in smart
grid. Control center runs the SDN controller and SCADA
master commodity computers and servers. The SCADA master
performs various grid control applications, e.g., grid status
monitoring, under-frequency load shedding, frequency and
voltage controls, and so forth. It collects measurement data pe-
riodically from the SCADA slaves (sensors, actuators) through
the use of OpenFlow (OF) switches and SDN controller. The
SCADA master processes the received data and sends the
control-command (such as read, write or execute [15]) to the
SCADA slaves.

TABLE I
CONTROL-COMMANDS IN SDN-ENABLED SMART GRIDS

SCADA Control Functionalities SDN Controller Functionalities
Commands Commands

Read Retrieve measurements Add Flow Add a new flow
from substations in OF switches

Write Configure Smart grid Del Flow Remove a flow
devices from OF switches

Execute Operate smart grid Mod Flow Edit a flow
devices in OF switches

In first attack scenario, an application of SCADA master
or SCADA master itself can be compromised. Similarly, an
application of SDN controller or SDN controller itself can be
compromised. The compromised SDN controller may issue
malicious control-commands (such as Add Flow, Del Flow,
Mod Flow) to degrade the performance of the network and
subsequently smart grid. Table I summarizes the control-
commands in SDN-enabled smart grid networks.

In second attack scenario, the OF switches may be com-
promised. These OF switches may drop, inject false packets
and delayed the packets that carry measurement data/control-
commands from SCADA slaves/master to SCADA mas-
ter/slaves. For example, a packet that carries a critical control-
command like open a breaker of a relay. This packet can
be dropped or delayed by an intermediate malicious switch.
It may cause a potential risk to physical infrastructure of a
substation.

The detection and identification of bad data in measure-
ments are important phases for state estimation of a smart
grid. The poor calibration of SCADA slaves, the failure
communication between SCADA slaves and SCADA master,



and also inject malicious measurements by SCADA slaves [16]
are the main sources of bad data. These bad data can influence
the quality of results obtained from state estimation algorithm.
In third and final attack scenario, we consider compromised
SCADA slaves that can inject malicious measurements [16]
into smart grid network.

IV. SYSTEM MODEL

We consider a SDN-enabled smart power grid network that
has several substations with a control center. We assume that
all the smart grid and communication devices have unique
IDs and registered to either their corresponding substation or
control center. In addition, the public (KPA) /private (KSA)
key pair of a device A is generated using the following
technique [13]: G1 and G2 be the two groups of a prime
order q, Q1 and Q2 be the generators of G1, and a bilinear
pairing is a map e : G1 × G1 → G2 having the following
properties:

• Bilinear: e(uQ1, vQ2) = e(Q1, Q2)uv, ∀u, v ∈ Zq;
• Non-degenerate: There exist Q1, Q2 ∈ G1 such that

e(Q1, Q2) ̸= 1;
• Computable: ∀Q1, Q2 ∈ G1, there is an efficient algo-

rithm to compute e(Q1, Q2).
All the devices in smart grid network keep the security

parameters G1, G2, e, H1, H2, Q1, Ppub = sQ1, where
s is the master key and it is kept secret by control center.
Here, H1 and H2 are two cryptographic hash functions such
that H1 : {0, 1}∗ → G1 and H2 : {0, 1}∗ × G1 → Zq .
For a device A with identifier IDA, there will be a public
key KPA = H1(IDA) and a private key KSA = sKPA.
The device identifiers IDs are type specific. For example, the
meter number is the ID for a smart meter whereas hardware/IP
address is the ID for a sensor.

In order to generate a secret session key KAB between
devices A and B, they exchange random numbers r1 and r2
to each other. Device A generates the secret session key using
KAB = e(r1KSA, r2KPB), whereas device B also generates
the secret session key using KBA = e(r1KPA, r2KSB). The
following equation shows that both devices A and B generate
the same secret session key [17]:

KAB = e(r1KSA, r2KPB) = e(KSA,KPB)
r1r2

= e(sKPA,KPB)
r1r2 = e(KPA,KPB)

sr1r2

= e(r1KPA, r2sKPB) = e(r1KPA, r2KSB) = KBA

V. THE PROPOSED SECURITY FRAMEWORK FOR
SDN-ENABLED SMART GRIDS

Figure 2 presents the propose secure framework for SDN-
enabled smart grids. Our framework mainly includes a control
center and a several number of substations and all of them
connected in a wide area network. Control center comprises
of three components: (1) a global SDN controller which
is responsible for communication between control center to
substations and a substation to other substations; (2) a SCADA
master which is mainly responsible for controlling, monitoring
and managing smart grid devices such as sensors, actuators
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Fig. 2. Secure SDN-enabled Smart Grid Architecture
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Fig. 3. Secure SDN-enabled Smart Grid Layers

(in general SCADA slaves in substations); and (3) a global
security controller which is responsible for providing security
in both smart grid and communication devices. A substation
contains: (1) a local SDN controller that controls the com-
munication between devices inside the substation; (2) a local
security controller that provides security inside the substation;
and (3) openflow (OF) switches, a gateway and SCADA
slaves.

With respect to SDN layers, the propose secure SDN-
enabled smart grid layering architecture is shown in Figure
3. It has infrastructure, control and application layers. In-
frastructure layer contains OF switches, SCADA master and
slaves. We divide control layer into security and network sub-
layers. Security sub-layer includes a global security controller
(for control center) and a local security controller (for a
substation). Network sub-layer involves with a global SDN
controller (for control center) and a local SDN controller (for a
substation). Application layer runs the application programs at
SDN controller, security controller and SCADA master. SDN
controller runs the application programs to manage devices
and provide routing and QoS in infrastructure layer. SCADA
master runs the application programs to control, configure
and manage the smart grid devices (SCADA slaves). Security
controller runs three application programs: (1) a security



Fig. 4. Workflow at Local Security Controller

system (SS) that generates and manages the cryptographic keys
(public/private or shared keys as discussed in Section IV) and
provides message authentication and integrity for each device;
(2) an intrusion elimination system (IES) that eliminates the
attackers (detected by IDS) from smart grid network through
the use of SDN controller; and (3) an intrusion detection
system (IDS) that monitors all the devices and their activities
in a substation/control center and generates an alarm and
notifies to IES once attacks detected.

In order to provide message authentication and integrity
in smart grid communication, we use digital signature for
broadcasting/multicasting messages and MAC for unicasting
messages. Device A generates the digital signature using its
private key KSA to the broadcast/multicast messages and
sends the signed messages along with its IDA. On receiving
the signed message, device B can verify the signature by using
the public key KPA of A. For unicast communication, device
A generates a MAC tag using the secret session key KAB

to the message and sends the message along with the MAC
tag to device B. Device B also generates a MAC tag using
the secret key KBA on the received message from A. It then
compares both generated MAC tag and received MAC tag
from A. Device A is authenticated to B if both tags are same.

A global security controller runs in control center whereas
a local security controller runs in a substation. The workflow
diagrams of the local security controller and the global security
controller are presented in Figure 4 and Figure 5 respectively.
Both security controllers discard the packet if they receive

Fig. 5. Workflow at Global Security Controller

it without the authentication tag (signature or MAC). The
security controllers further verify authentication and integrity
of the packet. If verification successful, the local security
controller sends the packet to local the IDS whereas the global
security controller sends the packet to the global IDS.

The local IDS collects the measurement data periodically
from SCADA slaves and verifies for suspicious data. It gener-
ates an alarm and notifies to IES if suspicious data detected.
Otherwise the local IDS allows to send the measurement data
from the substation to control center. It further monitors the
control-commands (sent by SCADA master) that are executed
on SCADA slaves. The global IDS collects the measurement
data from the substations. It verifies the measurement data for
bad data detection and identification and estimates the state of
the smart grid system by utilizing the theory of differential
evolution [14] (discussed below). The global IDS further
measures the consequences of control-commands issued by
either SDN controller or SCADA master. It generates an alarm
message and notifies the intrusion elimination system (IES) if
an unsteady state of smart grid system found.

Our proposed IDS allows to insert flows (defined by
IP/hardware/port address, VLAN) into the network and moni-
tors each of them. A predefined threshold has been set by IDS
for each flow in order to detect DoS attack. Our IDS further
monitors the OF switches and computes the packet drop ratio
(β), packet false injection ratio (γ), and an average packet
delay (δ) for each OF switch. The parameters are defined as
follows:



TABLE II
COMPARISON WITH EXISTING FRAMEWORKS

Framework/ First Attack Scenario Second Attack Scenario Third Attack Scenario Security Robustness
Architecture SCADA Master Security SDN Controller Security OF Switch Security SCADA Slave Security Tool Used

Cahn et al. [9] Not Considered Not Considered Considered Not Considered SDN Controller Policies Robust
Molina et al. [10] Not Considered Not Considered Considered Not Considered sFlow Collector Robust
Dong et al. [11] Considered Not Considered Considered Not Considered Centralized IDS Not Robust

Proposed Considered Considered Considered Considered Distributed IDS Robust

• β: a ratio between the number of packets drop by a switch
and the total number of packets received by the switch.

• γ: a ratio between the number of packets falsely injected
by a switch and the total number of packets sent by the
switch.

• δ: the average time difference between arrival time to a
switch and departure time from the switch for n number
of packets

There is a predefined threshold (ωβ , ωγ , ωδ) respectively
associated with each behavior. An OF switch is detected as
malicious by our IDS if one of the parameters reaches or
exceeds the threshold e.g., β ≥ ωβ or γ ≥ ωγ or δ ≥ ωδ .
For example, an average packet delay in an OF switch is 2ms
when there is no congestion in the network. In a worst case,
this average packet delay increases to 5ms due to increase
of congestion in the network. An OF switch is detected as
malicious if the average packet delay for 100 packets exceeds
the threshold 5.1ms by the switch. It may be noted that SDN
controller has the global view on the network conditions (such
as network congestion, link delays) in a substation.

State Estimation and Bad Data Detection: We use differ-
ential evolution (DE) [14] to estimate the state of smart grid
and detect bad data. The state vector is composed of all or
most of the voltages (module and argument) system, except
for the argument bus reference. Therefore this state vector has
the dimension 2∗ b−1, where b is the number of buses in the
system,

X =



| V1 |
| V2 |

...
| Vb |
| θ1 |
| θ2 |

...
| θb−1 |


In DE, in order to get a new population at each iteration

it is necessary to optimize the problem by using mutation,
crossover and selection.

• Mutation: For each vector belonging to the population,
a new mutated vector is created using Equation 1.

ki,G+1 = xυ1,G + F × (xυ2,G − xυ3,G) (1)

Where the indices υ1, υ2, υ3 ∈ {1, 2, ..., NP} are all
mutually different and random. These are different from
the index i. G corresponds to the current iteration of
the simulation. F is a constant real value, F ∈ [0, 2]
and controls the amplification of the differential variation
(xυ2,G − xυ3,G).

• Crossover: To introduce a wider range of results from
several generations of populations, crossover is used to
create a new vector y using the following Equation,

yji,G+1 =

{
kji,G+1, if(randb(j) ≤ CR)or j = rnbr(i)

xji,G, if(randb(j) > CR)or j ̸= rnbr(i)

Here, randb(j) is the jth evaluation of a uniform random
number generator with outcome ∈ [0, 1] where CR is the
crossover constant, a real and constant value chosen from
∈ [0, 2], given by the user. rnbr(i) is a randomly chosen
index ∈ [1, 2, ...., D] to ensure that yi,G+1 gets at least
one parameter from ki,G+1.

• Selection: In order to verify whether the new test vector
y may be inserted into the new population of values, it
is necessary to check if this function has a lower cost
compared to the same position as the previous generation
(vector x). If the cost function of the test vector is less
than the amount reported by the vector x, it is replacing,
otherwise the previous value is kept unaltered.

Once the selection process is done using DE method, the
measured data is selected if there is no bad data. If bad data
is detected by the IDS, it generates an alarm and notifies IES.

VI. PERFORMANCE COMPARISON

Table II presents the comparison of proposed framework
with existing security frameworks for SDN-enabled smart
grids. It can be seen that our propose framework only consider
the security of all the attack scenarios discussed in Section
III. We use distributed IDS to provide security in substations
and control center. The propose framework further deploys
multiple SDN controllers in substations and control center.
The global SDN controller at control center can be used as the
backup controller in case a SDN controller fails in a substation.
Hence the propose framework is robust.

VII. SIMULATION AND INITIAL RESULT

In our simulation, we use Mininet [18] to simulate an
IEEE 37-buses smart grid network as shown in Figure 6.
The network connects 15 substations with a control center
over a wide-area network. Control center has (1) a global
SDN controller GSC, (2) a virtual host that runs our IDS
(IDS − G), and (3) a virtual host that runs as DNP3 server.
Each substation, say i, consists of: (1) a local SDN controller
(LSCi), (2) an open flow (OF) switch (Si), (3) a SDN-enabled
gateway (SGWi), (4) an IDS (IDS−Li), (4) a sensor/actuator
(Ti) that runs DNP3 clients to mimic communications between
control center (with DNP3 server) and electronic devices in
the substation, and (5) a virtual host (Hi) to generate back-
ground traffic. The SDN has a data plane with 26 OpenFlow



Fig. 6. Network Topology for IEEE 37-buses

Fig. 7. DoS Attack Detection and Elimination

(v1.3) [19] enabled switches and 16 gateways. A Ryu [20]
controller is running remotely on Linux (Ubuntu 3.16.0-38-
generic kernel) from the switches.

Figure 7 shows DoS attack detection and elimination using
our proposed IDS and IES respectively. In this DoS attack, an
attacker (H1) that floods ICMP Echo Request packets. We set
a threshold of 100 packets per second in our IDS.

VIII. CONCLUSION

In this paper, we have presented a framework with multiple
SDN controllers and security controllers to provide a secure
and robust smart grid architecture. We have used a light-weight
identity based cryptography to protect the smart grid network
from outside attacks. A local IDS collects the measurement
data periodically and monitors the control-commands that are
executed on SCADA slaves in a substation. Whereas a global
IDS is deployed to collect the measurement data from the
substations and estimate the state of the smart grid system by
utilizing the theory of differential evolution. The consequences
of control-commands issued by SDN controller and SCADA
master are verified by the global IDS further. It generates
an alarm and notifies to the intrusion elimination system
whenever the IDS detects an attacker and unsteady state of the
smart grid system. We have compared the proposed framework
with existing security frameworks to show that the proposed

framework is more efficient against attacks related to SDN-
enabled smart grids.
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