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Abstract—Cyber physical systems (CPSs) are increasingly being adopted in a wide range of industries such as smart power grids.

Even though the rapid proliferation of CPSs brings huge benefits to our society, it also provides potential attackers with many new

opportunities to affect the physical world such as disrupting the services controlled by CPSs. Stuxnet is an example of such an attack

that was designed to interrupt the Iranian nuclear program. In this paper, we show how the vulnerabilities exploited by Stuxnet could

have been addressed at the design level. We utilize a system theoretic approach, based on prior research on system safety, that takes

both physical and cyber components into account to analyze the threats exploited by Stuxnet. We conclude that such an approach is

capable of identifying cyber threats towards CPSs at the design level and provide practical recommendations that CPS designers can

utilize to design a more secure CPS.

Index Terms—CPS security design, stuxnet analysis, CPS, STAMP, security and safety analysis
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1 INTRODUCTION

THE increased challenges of today’s life such as energy
scarcity, require the integration of computing intelligence

into physical world. Cyber physical systems (CPS) [1] such as
industrial control systems are examples of such integration
where the effects on physical world are controlled through
the use of smart technologies created by computers [2].

With physical manifestations in the real world, attacks on
CPSs can cause disruption to physical services or create a
national disaster. As a cyber physical system requires a tight
coupling between the physical and cyber controlling com-
ponents, it is crucial to ensure that the system is not only
safe but also secure for all the cyber and physical processes.
Therefore, protecting the CPSs’ against cyber attacks is of
paramount importance.

Traditional IT security methods can be applied to protect a
CPS, such as a critical infrastructure system, against cyber
threats or threats imposed by malicious insiders. However,
due to the unique characteristics of a CPS, traditional IT secu-
rity strategies and approaches are not sufficient enough to
address the security challenges of a CPS [3], [4], [5], [6], [7], [8].
For example, installing security patches or numerous system
updates that require taking the system offline is difficult, not
economically justifiable, and often not feasible. Also, new
updates or security patches may create other problems such
as in a case where a nuclear power plant accidentally was
shutdown after a software update [9]. Recently, it has been

shown that attackers can take control of air planes by having
access toWi-Fi services provided by the planes [10].

Most of the efforts for protecting CPSs or even standards
such as NIST 800-53 have focused on applying traditional
IT security mechanisms to threats such as those enumerated
above. Although these efforts can provide guidance and
recommendations in improving the security of a CPS, they
are not enough. There is a lack of a framework for assessing
the security in designing a CPS or evaluating the level of the
security guarantee in a functional CPS at the design level.

In this paper, we utilize a system theoretic framework to
evaluate and enhance the security of CPSs. The framework
can be used in CPS attack modeling and threat assessment
as well as diagnosis methods for stealthy attacks against a
CPS. We evaluate the effectiveness of our proposed frame-
work in terms of finding vulnerabilities and protecting a
CPS by applying it to the Stuxnet case.

The rest of the paper is organized as follows. Section 2
provides background on CPSs. Section 3 discusses the tradi-
tional approaches for evaluating safety and security in
CPSs. In section 4, we review how Stuxnet works and infects
the CPSs. Section 5 contains a thorough application of pro-
posed security analysis scheme on Stuxnet. Section 6 sum-
marizes the results of our analysis.

2 CYBER PHYSICAL SYSTEMS

A cyber physical system is a system that provides the
control of physical components through cyber-based com-
mands. It is a physical system whose operations are inte-
grated, monitored, and/or controlled by a computational
core [1]. By integrating actuators, control processing units,
sensors, and communication cores, a CPS forms a control
loop for each of the physical component of the system.
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The main components of a CPS are SCADA (supervisory
control and data acquisition), DCS (distributed control
system), and PLC (program logic controller) [11]. The main
role of SCADA is to gather and control geographically
dispersed assets ranging from controlling sensors within a
plant to controlling power dissemination in a country. SCA-
DAs are widely used in various critical infrastructures such
as electrical power grids, water distribution systems, and
oil refineries. DCS on the other hand, controls the control-
lers that are grouped together to carry out a specific task
within the same geographically location. Both SCADA and
DCS use PLC devices to control the industrial components
and processes. PLCs are typically programmed from a
Windows-based machine by an operator. The operator uses
SCADA and DCS for various controlling tasks such as pro-
cess monitoring and configuring control parameters.

Due to the critical nature of a CPS, strong security and pri-
vacy mechanisms are needed to restrict unauthorized access
to the critical components of a CPS. Traditionally, industrial
control systems were considered secured as long as they are
air-gapped, not connected to outside world. This notion is
not valid anymore as more and more industrial control sys-
tems are connecting to outside of their perimeter for various
reasons such as providing better services similar to smart
grids or updating their softwares. Furthermore, having a
direct connection to outside world is not necessary to make a
CPS vulnerable to cyber attacks. Cases like Stuxnet has
shown that even without direct connections to outside cyber
world, cyber physical systems are still vulnerable.

Most approaches for increasing the level of security
within a CPS look at securing the individual components of
the CPS (i.e., security at component level) such as sensors,
PLCs, actuators, or communication protocols [12]. These
approaches consider each component inside a CPS in isola-
tion and follow the standard practices to make the compo-
nent secure against security threats such as input validation
or firmware tampering.

Although the security of individual components is
important, it is not enough. A CPS can be attacked by
compromising the interaction between components without
hacking the individual components within a CPS [13]. By
creating changes in the interaction of components, attackers
create different outputs than what was requested by the
operators. For example, an attacker can cause delays in
transferring the information from sensors to SCADA, trig-
gering unwanted actions imposed by the delay in receiving
the requested results by SCADA. Attackers can also create
nuisance alarms to desensitize operators to react to a real
CPS problem in the long run. Then, they launch their actual
malicious command after the nuisance alarm attack.

One of the key advantages of cyber physical systems is
networking the different components of the systems for pro-
viding better and efficient services. In a network environ-
ment where all nodes are considered trusted, every
component of the system (inside or outside) can be a poten-
tial entry point for attackers. Thus, the entry points for
attackers are increased as the sizes of CPS network increases.
In addition, due to employing different devices from differ-
ent vendors, it is difficult to create a unified security enforce-
ment mechanism. Often securing the servers and SCADAs
overshadows the security of other low level important

components and attackers take the advantage of that. There-
fore, identifying all critical control points and the component
interactions that affect those points are of paramount impor-
tance to enhance the security of a CPS. As CPSs get more
complex, a system-theoretic approach that considers system
complexity can help to properly address the security of a
complex CPS at the design level. Such an approach should
be able to identify the vulnerable points, subsystem interac-
tions and their effects on vulnerable points and provide rec-
ommendations on how to increase the security of a CPS.

3 RELATED TECHNIQUES FOR SAFETY AND

SECURITY ANALYSIS IN CPS

Traditionally, several approaches are available for safety
analysis in CPS [14]. Among the most popular ones are Fault
Tree Analysis (FTA) [15], Failure Mode and Effects Analysis
(FMEA) [16], Hazard Analysis and Critical Control Points
(HACCP), andHazard andOperability Study (HAZOP) [16].

Most of the traditional approaches are based on risk
assessment and risk analysis of a system and can be defined
as a set of systematic methods for performing the following

� Identifying hazards-a situation with the potential for
creating damage
- Hazards related to actions: undesirable system

actions are taken or desirable system actions are
not taken

- Hazards related to timing: A desirable system
actions is performed too soon or too late

- Hazards related to sequence: A desired action in
a sequence of actions is skipped or the actions in
a sequence are performed out of order

- Hazards related to amounts: A desired action is
performed too much or too little.

� Quantifying risks-the likelihood of a specific effect
within a specified period

� Determining components safety measures.
However, none of these traditional techniques are geared

towards addressing the threats that compromise the interac-
tions among components in a CPS because these approaches
consider individual components or subsystems in isolation
in addressing the safety of a CPS. In addition, since these
approaches are mainly designed for safety analysis, they
cannot be used effectively to address the security concerns
in a CPS as safety and security are different in nature. A sys-
tem may be safe but not secure. For example, a system can
allow unauthorized modifications of the control parameters
within the safe range without being detected by system
safety controllers, creating undesirable output that was not
requested by the operator. In this section we overview the
above mentioned approaches and discuss their limitations
in addressing the security issues in a CPS.

3.1 Failure Mode and Effects Analysis (FMEA)

FMEA is performed to identify individual failure modes of a
system or its components and how they can affect the system
reliability in general. Failure modes are situations or condi-
tions that cause a failure to occur. However, failure effects are
consequences a particular failure mode can have on the sys-
tem functionality [16]. For example, if a component fails, what
would be its effect on the overall system functionality.
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FEMA is usually performed at the start of the develop-
ment phase once the design phase is completed. Therefore,
the result of FEMA can be used for product development
and improve the process. FEMA uses Risk Priority Number
(RPN) as part of its quantitative analysis to identify the reli-
ability rates for each failure mode. RPN shows the risk of
identified hazard based on severity and probability. RPN is
calculated as follows [16]:

RPN ¼ Severity� Probability of Occurrence

�Detection Ranking:

Researchers have investigated the benefits of performing
FMEA to find the failure modes of software that are com-
plex to detect [17], [18], [19]. Such approaches can be used
in the software design step to verify and validate the soft-
ware behaviors in isolation. However, they do not support
the failure modes caused by the interactions of software
components in complex mission critical systems.

The result of FEMA provides all failure modes, their
effects on the system, and quantitative predictions on sys-
tem hazards. However, a system can fail while all individ-
ual components performing their normal operations such as
the Mars Polar incident [14]. While FEMA provides analysis
for a single point of failure, it fails to consider multiple com-
binations of failures as it assumes that the system fails only
if a component fails.

3.2 Limitations of Traditional Approaches

Although traditional approaches can aid in addressing the
safety of a complex systems, they fail to consider the numer-
ous interactions among different components, heterogeneity
of the networks, and cyber connections.

Traditional methodologies use the decomposition appr-
oach on safety and consider safety as a reliability issue. One of
the issue of this approach is that it assumes any failure is the
result of a linear chain of undesired events that are caused
from a single random component failure. However, most of
security threats in CPS happens when the system is compro-
mised without any evident failure [14]. For example, due to
lack of authentication for control parameter modifications, an
attacker is able to modify the control parameters within the
safe range. In this case, no failure happens but the system’s
security is compromised. Therefore, traditional approaches
are often not able to address the security of complex systems.

Similarly, in the software security domain, methods such
as Microsofts STRIDE/DREAD [20] or attack tree [21] exist
for threat and vulnerability analysis. While such software
security analysis methods are mature, their application to
analysis of the security/safety-related incidents in CPS fails
to consider the interactions among different components as
well as that of the control loops.

Recently, a new system based approach, Systems Theo-
retic Accident Model and Process (STAMP) [14] is intro-
duced that does not consider safety a reliability issue and
designed to address the need for an effective approach for
addressing safety in complex systems, such as a CPS, by
considering interactions among components in designing
safe systems. In this paper, we show that STAMP can be
adapted to be used as an effective approach to address secu-
rity as well as safety in a CPS.

3.3 System Theoretical Accident Model and
Process (STAMP)

The System Theoretical Accident Model and Process is a
system based approach to safety and security. Fig. 1 shows
the STAMP model modules. The fundamental differences
between STAMP and other traditional approaches is that
STAMP looks at systems as dynamic systems rather than
static and consider safety and security of a system as a
control problem not a reliability issue.

According to STAMP, the individual components inside
a system require control by enforcing sets of constraints.
STAMP assumes that the inadequate enforcement of the
required constraints in all levels including design and
development can lead to a failure or an accident. In STAMP,
any undesired events that lead to system failure without
component failure or miss interactions among components
are called accident. STAMP analyzes the hierarchical control
structure by monitoring how the contextual control struc-
tures (i.e., all control structures in different system levels)
interact to have a safe and secure state. STAMP analysis
helps in finding the mitigations of the detected unsafe state,
control loops, and their interactions, which were not possi-
ble in the traditional approaches.

Having a holistic system thinking approach and consid-
ering interaction among components, STAMP also not only
allows the analysis of failures and unsafe states but also can
be used to uncover states that are related to organizational,
cyber, and environmental failures. STAMP methodology is
based on the following pillars[14]:

� Safety Control Structure
� Safety Constraint
� Process Model
The safety control structure shows the hierarchy of all

control loops in the system from higher levels to lower lev-
els [14]. Fig. 2 shows a standard control loop. As shown in
Fig. 2, four components-Controller, Actuators, Controlled
Process, and Sensors- are the building blocks of a simple
control loop. As soon as the controller receives a command
from the operator or other controllers, it runs the control
algorithm associated for the received commands. The result
of this step generates a command signal that tells the actua-
tor to change the state of the controlled process. Then, the
actuator informs the controlled process that the requested
command is executed by sending the related controlled var-
iables. Finally, the sensors verify the system state using the
measurement variables and sends the result back to the
controller. At this point, the controller compare the system
state with the desired state and determines the subsequent

Fig. 1. Modules of STAMP model [22].
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actions. The process model that is run by the controller con-
firms the controlled process results.

Safety constraints are used to identify the safe and unsafe
state of a system. They are derived from hazards that are
defined in the system specifications. The successful design
and enforcement of safety constraint increases system
safety. In STAMP, these constraints are used to generate the
system requirements that are mandatory to maintain the
system safety. STAMP analysis not only shows where insuf-
ficient control action were in place but also shows which
safety constraints were violated that brought the system to
an unsafe state.

Using safety approaches to address cyber security con-
cerns had been explored previously [23], [24], [25], [26]. In
[27], the authors briefly claim that the STAMP methodology
can be used both after an event to prevent future such
events and before any such event to anticipate threats and
mitigate them. To the best of our knowledge, this paper is
the first STAMP-inspired detailed analysis of a major cyber
physical system attack, Stuxnet. Though this was primarily
a post event analysis, we also identify a threat, T5, that was
not exploited by Stuxnet, as discussed later.

Causal Analysis based on STAMP (CAST) [14] is an
application of STAMP for accident analysis that we utilize
in this paper for the analysis of Stuxnet to show how
STAMP can be used to address security risks of a CPS at the
design level.

The core building of CAST is to investigate the control
structure dynamics for accident analysis [14]. This investi-
gation begins by looking at safety constraints and shows
how the violation of a constraint related to system security
can lead to a system failure by providing its hierarchical
cascading effects on the overall system control structure.

The procedure for applying the CAST methodologies con-
sists of 8 steps: 1) defining the system hazards, 2) finding
safety constraints and safety requirements of the system,
3) defining the system control structure, 4) finding the possible
events causing the failure or accident, 5) navigating through
the system control structure and finding the insufficient
control on each level and how they can cause failure and
unsafe states, 6) analyzing all interactions and finding
the potential factors affecting interactions that can lead to
failure, 7) finding external (i.e., interactions with outside
the boundary of a system) and dynamic factors that can
affect the overall safety structure at any time, and 8) pro-
ducing recommendations and possible modifications on
the system design.

Although traditional methods such as FMEA and FTA
share some properties with STAMP, the way STAMP ana-
lyzes safety is differentwith that of traditionalmethodologies.
STAMP uses control problem analysis rather than reliability
approach [14].

By showing what are the inadequate controls in the sys-
tem control structure, CAST not only helps in the investiga-
tion of an accident but also reveals the real causes of the
accident that can be useful in designing safe and secure sys-
tems. CAST has been applied to many industries such as
aviation [22], railway [23], medicine [24] and pharmaceuti-
cals [25]. In Section 5, we apply CAST to one of the best
known CPS malware, Stuxnet, and show how it can be used
to identify the threats posed by Stuxnet. The results of the
CAST analysis will be discussed in detail.

4 OVERVIEW OF THE STUXNET CASE

Stuxnet was first discovered by the VirusBlockAda com-
pany in June 2010 and infected computers all around the
world. However, the majority of the computers were in
Iran [26]. In the design of Stuxnet, several complex techni-
ques have been used, making it one of the most complicated
malwares targeting a CPS [27]. The process of infecting, acti-
vating, and launching the attack was carefully designed and
probably had been tested on similar plant architecture for
high degree of an effective impact since Stuxnet did not cre-
ate any damage on other infected uranium enrichment facil-
ities. Fig. 3 shows the overall Stuxnet’s attack vector both
before and after activation.

Inside a uranium enrichment infrastructure, PLCs are
responsible for controlling centrifuges. As each PLC is con-
figured uniquely, the configuration documentations are
needed for any type of targeted attacks. In the case of

Fig. 2. Simple control loop [14].

Fig. 3. Stuxnet attack process (the numbers indicate the step-number in
the attack process).
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Stuxnet, possible ways of accessing these documents can be
either by the manufacturers, an insider, third party contrac-
tors or even snooping malwares that are designed specifi-
cally to gather information about an ICS in order to reverse
engineer the actual architecture.

4.1 Stuxnet Infection Analysis

As the targeted uranium enrichment infrastructure was
air-gapped (i.e., no cyber connections to outside world),
propagation of Stuxnet was probably done whether through
a USB drive or other infected external devices. Once the
infected USB was connected to the maintenance laptop,
Stuxnet was activated and infected all the network devices
particularly printers, computers, database servers, and
application servers. Stuxnet also infected major systems
components ranging from SCADA to sensor readers as
depicted in Fig. 4. As shown in Fig. 4, the original data flow
from controllers to centrifuges was modified by the Stuxnet
and these modification were not detected by safety meas-
ures in place.

Stuxnet targeted Siemens S7/WinCC products that were
commonly used in the Iranian uranium enrichment infra-
structure. The PLCs in the S7 product were the target ele-
ment exploited to launch the attack. To achieve this goal,
Stuxnet utilized three zero-day vulnerabilities1 on Microsoft
Windows operating systems to gain root access required for
manipulation of PLCs [28], [29], [30]. The first exploited vul-
nerability was based on utilizing an old vulnerability that
was used in the Conficker attack [28]. Stuxnet used the un-
patched Conficker flaw in remote procedure call (RPC) to
infect the potential hosts on the network. Stuxnet utilized
the flaw to query the remote machines in the network to see
whether Stuxnet is installed. If not, the infected machine
sends Stuxnet to the uninfected machine.

The second was a flaw in handling of .LNK file that was
used to launch the malicious code on the infected Windows
machines [30]. .LNK files identify references to files. Tradi-
tionally, no test were done to verify the file even by anti-
viruses. This vulnerability is utilized in Stuxnet to reference
a file on infected drive that hold the virus. Once the virus is
uploaded to the system and successfully infects the target

machine, Stuxnet hides the .LNK file as well as the source
file. For automatically launching the payload, “Autorun.
inf” file is used to install the rootkit and loader as well as
creating configuration and data files.

The third exploited vulnerability was a bug in the Print
Spooler Service that was utilized to transfer the malicious
code and then execute it on other machines in the net-
work [29]. Utilizing this vulnerability, Stuxnet copies itself
to accessible network shares such as administrative shares,
and printer servers that are publicly available in the net-
work. These vulnerabilities were patched by Microsoft after
the detection of Stuxnet. However, this shows attackers
knew the flaws better than the vendors since all the fix
patches were created by the vendors after the Stuxnet was
detected. It also shows patching the systems by the latest
security patches by the vendor does not necessarily bring
the required level of security since there can be serious vul-
nerabilities that are not yet detected by vendors. As operat-
ing systems are getting complex and developed modular by
specialized teams, lack of communications among core
module developer teams provides a ground for attackers to
exploit vulnerabilities that arises from this flaw. Therefore,
interaction among different modules should also be consid-
ered for security analysis in parallel with the security of
individual module.

After the first load, Stuxnet performs the following tasks
before launching any malicious activities against centrifuges
known as probe-phase: 1) secretly recording normal opera-
tions for a full operation cycle, 2) playing the recording back
to the controllers to maintain the appearance of a legitimate
entity, 3) infecting other computers, and 4) maintaining the
list of infected computers, monitor spread, and determine
success in infecting attacked computers.

During the pre-attack phase Stuxnet utilizes various tech-
niques to spread to other components in the system. For
example, it infects any USB drives that is connected to the
infected machines. It also infects the S7 project files-
Siemens’s PLC project files. The infected project file subse-
quent openings on other machines infect them with the
malware. Utilizing the WinCC database connections was
another technique for spreading the malware. In this tech-
nique, the connection is used to infect the database. Once a
database is infected, further connections to the database by
other machines infected them.

Fig. 4. Stuxnet attack diagram.

1. Vulnerabilities that had not been detected by the vendor nor
patched by most users due to fresh release of the patch.
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In the complex structure of the uranium enrichment
infrastructure, two components were the target of Stuxnet:
functional components and software components. Func-
tional components contain operating systems as the core
modules running on a propriety hardwares. These systems
do not allow any type of modifications on their modules by
unauthorized users. Examples of functional components
are automation systems such as DCSs (distributed control
system), engineering systems such as PLCs, and communi-
cation channels. Software components are installed, config-
ured, and updated by the systems’ user. Due to such
characteristics, these components are the main targets by
the attackers since attackers can steal the authorization of
system users and modify software components on behalf of
system users. The main software components that were tar-
geted by Stuxnet were SCADA, web-servers(used to report
some statistics to remote clients on the same network), sen-
sors/Network adapters firmwares, central archive server
(CAS), and database servers. Utilizing the information gath-
ered during the probe-phase, Stuxnet replaced the legiti-
mate modules of both functional and software components
with illegitimate ones. Such modules were executing the
commands designed by Stuxnet designers while reporting
something else to the operators and informing them that
their commands were successfully executed as shown in
Fig. 4. Readers are referred to [26], [27], [31] for more infor-
mation on how Stuxnet works.

5 STUXNET CAST ANALYSIS

Traditionally, bottom-up approaches are used to evaluate
the safety of a system. However, as discussed in Section 3
some hazards and threats were not identified by standard
practices and that caused the breakdown of most centri-
fuges. This shows why applying a linear traditional
approach to a non-linear complex system2 was not enough.
The security of a non-linear system is not solely directly pro-
portional to the security of individual components. There-
fore, a new approach that utilizes a system-thinking
approach such as STAMP is required. The intent of our
analysis is show whether the STAMP methodology, in par-
ticular to CAST, could have discovered the hazards that led

to the centrifuges break down in the Stuxnet case. If those
hazards were identifiable using STAMP, its recommended
mitigations could have been applied in the design phase to
prevent the same hazards to happen in new or current sys-
tems. Also, we show hazards identified by CAST that could
not be found by traditional methodologies such as FMEA.
Thus, our analysis confirms the advantage of applying a
system model in security analysis that can improve the
overall safety and security of complex systems.

In CAST each individual component of a complex CPS
is analyzed in terms of safety to form a safety perception.
Such analysis considers parameters such as incoming data,
its source, and interactions with other components inside
the operational system. The involved components in the
analysis are then linked together to form larger sub-systems
until a complete system is formed. However, the interac-
tions between components as depicted in Fig. 5 are usually
not considered in other traditional approaches, making
them insufficient to address the security needs of a CPS.
Each link between two components in a loop is labeled with
the first letter(s) of the originating component followed by
the first letter(s) of the terminating component as shown
in Fig. 5.

In the Stuxnet case the system (i.e., uranium enrichment
infrastructure) is operated as follows. The operator may
either issue a command to the centrifuges or other control-
ling components through SCADA or load a predefined
operation configuration file that issues the previously
defined operations sequences. Once the requested operation
is performed within the desirable timeframe, the results are
sent back to user for its verification. If the average turn-
around time for the requested operation is delayed, then the
system may go into a hazardous state.

The system allows the operator to either manually check
the correctness of the results or use an automatic verification
algorithm that runs a specific simulation for each operation.
The algorithm compares the result of simulation with that
of the received results for verification purposes. The opera-
tor is also able to monitor centrifuges status, PLC’s status,
as well as other users activities.

After the operator or the automatic verification module
verifies the correctness of the requested operation, the sys-
tem automatically resets itself by performing the required
readjustment process for the next new requested operation
or the next operation in the sequence.

Fig. 5. Control loop.

2. Non-linear complexity refers to where cause and effect are intrac-
table or not easily described or specified.
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Traditionally, such a system undergoes serious risk anal-
ysis using traditional methodologies such FMEA to not only
find the possible hazards caused by the specific system
design but also implement the recommended mitigations
derived from the analysis [32]. The case system probably
had followed the same process as a standard practice rec-
ommended for all uranium enrichment infrastructure.

The user interacts with the system using the graphical
user interface that records the user’s commands as well as
showing the user the result of its requested operations.
Fig. 5 shows the typical operation loop in ICS. Lack of prop-
erly controlling such a loop as well as other system-wide
loops were the main reasons that the Stuxnet attack went
through as we show later in this section.

In the Stuxnet case, as described in the previous section,
the interactions among operators, SCADA systems, PLCs,
and sensors were intercepted and used to launch the
malicious operations. As we later show by analyzing all the
control loops within the system boundary, lack of authenti-
cation and result verification on feedback loops was also
evident in the system architecture that made the system
vulnerable to threats imposed by Stuxnet.

5.1 System Threat Identification

As discussed in Section 3, the first step in CAST is to define
the system and hazards related to the accident. The system
is the uranium enrichment infrastructure controlled by a set
of automated tools such as SCADAs, PLCs, Sensors, and a
communication network.

We define threats by extending the definition of hazards in
STAMP as explained in Section 3 to consider states that are
not hazardous but are undesirable by the users. For example,
a centrifuge can spinwithin the safe speed range but not with
the speed requested by the operators. These states are caused
mainly by attackers who circumvent the securitymeasures to
execute their control actions with parameters within the safe
range. Using the definition of threats and the Stuxnet case
analysis discussed in Section 5, most of the relevant threats
within the studied system’s boundary are listed in Fig. 6.
These threats are identified based on our analysis of missing
controls and the threats posed by Stuxnet. The description
of each threats is as follows:

1) The T1 threat of reporting fake results to the control-
lers is highly dangerous and can lead to issuing unde-
sired operations from the controllers with a physical
manifestation. As discussed in Section 5, the reported
fake results to SCADAs led to not recognizing the
actual damages to the centrifuges by the operators.

2) T2 is the threat where the system executes the
requested operations by Stuxnet rather than that of
the operators. Running centrifuges with the highest

speed and switching their speed to the lowest speed
without considering the speed requested by SCADA
or the operator is an example such a threat. These
threats are not recognized by the controllers in the
system as such attacks hides the actual situation
from the controllers, imposing another threat- T3.

3) T3 is the threatwheremalicious operations such those
explained in T2 are concealed from the process view
of controllers such as SCADAs. Since the design intent
of the system was that always the correct results are
available to the SCADAs, no proper controller verifi-
cation step, such as a signal by a controller indicating
whether the operation is performed correctly, was
used in the original design to address such flaws.

4) T4 is the threat where the whole system was blind on
the actual operations that were happening within
centrifuges. Usually the actual results are reported
by the centrifuge sensors to SCADAs. The original
design intent did not consider result verification and
reporting authentication to address this issue.

5) T5, the threat of delayed reporting, was not directly
exploited by Stuxnet but the system was susceptible
to such a threat by Stuxnet as it was sitting as a mid-
dleware between controllers and physical devices, in
this case centrifuges and were able to delay the
reception of results by SCADAs. This may lead to
launching undesired operations by SCADAs due to
lack of results.

5.2 System Security Constraint and Security
Requirements

The second step in the CAST analysis is to define the secu-
rity constraints based on hierarchical control systems. Also,
security requirements associated to each security con-
straints should also be defined to ensure that the security
constraints are not violated. The security constraints and
security requirements of Stuxnet case are shown in Fig. 7.

As it is shown in Fig. 7, a security constraint is defined for
each identified threat shown in Fig. 6. For example, for T1,
the defined security constraint indicates the receiving of the
correct results by the controllers. As mentioned earlier, fail-
ure to enforce such constraint led to the T1 in the Stuxnet
case. The security requirements that addresses this con-
straint is to ensure that always the correct results are
reported to the controllers. Without the correct results, the
operators are blind to the centrifuges’ status and are unable
to react properly as happened in the Stuxnet case. Therefore,
to avoid such threats, there is a need for a result verification
controller for all devices producing either intermediate or
final results. This security requirement was neither included
nor enforced in the original design of the case system. The
centrifuges should spin with a desirable speed requested by
PLCs. Therefore, there is a need for a controller that checks
whether the desired operations are performed. The security
constraint and security requirement associated with such
threat (i.e., T2) is shown in Fig. 7. The ensuring requirements
addresses this threat by making sure that only the legitimate
operations are performed.

Other security constraint and requirements for other iden-
tified threats are also shown Fig. 7. The system should be able
to identify all operation tampering or communication

Fig. 6. System threats.
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tampering to avoid T3 or T4. Addressing these threats require
immediate intervention undesired damage to the system.

5.3 System Control Structure

After identifying threats, security constraints and require-
ments, the next step is to investigate the hierarchical control
structure of the system for lack of controls. In the Stuxnet
case the physical system is the uranium enrichment infra-
structure that needs to be investigated. The critical compo-
nents of the case system and their functionalities are shown
in Fig. 8. It is noteworthy that there are many other compo-
nents. However, we show only the critical components
related to the Stuxnet case.

The system can be decomposed into three core subsys-
tems: the operator subsystem that contains all the user inter-
faces, control algorithms, and verification systems, the
control subsystem that contains all SCADAs, PLCs, and
device controllers, and the communication subsystem that
contains all network communications among different enti-
ties in the system.

The system is complex since it contains numerous com-
ponents within many layers. Thus, we start by the first con-
trol loop at the top level with the operator that is shown
earlier in Fig. 5. This is the operator control loop that is pres-
ent in almost all CPS. It shows how the operator interacts
with the system. The GUI enables operators to request oper-
ations such as centrifuge speed increase, insert initial val-
ues, changes centrifuges or PLCs settings, and capture the
reported results. The GUI sends the requested commands to
SCADA that needs to be performed. The verification of the
requested operations are sent back to the user.

The full control loop is referred to by putting all the
labels together. For example, OG-GS-SO-OO refers to the
basic control loop showed in Fig. 5.

After showing the top level control structure, the compo-
nents within that structure is further decomposed. In this
paper, as an example, we only decompose one of the critical
components in the top level that is SCADA. Similar process
can be applied to other components as well. The SCADA
decomposition in the control structure of the case system is
shown in Fig. 9. At this level, SCADA becomes a controller
for the three lower level controlled processes: Centrifuge
speed controller, Enrichment controller, and the centrifuge
sensor controller. The centrifuge speed controller maintain
the desired speed of the centrifuges. The enrichment con-
troller monitors the level of desired enrichment. The centri-
fuge sensor controllers captures the centrifuges sensor data.

Finally, we decompose the above three controllers to
show the interactions among controllers. Fig. 10 shows the
detailed decomposition of the three critical controllers. As
shown in Fig. 10, all of these three controllers are interacting
with each other creating the final desired operation by the
system. Such functional decomposition is critical to identify
the lack of control or inadequate control among the critical
components that interact with each other. The next step is to
investigate the control loops. The main purpose of analyz-
ing control loops is to find violation of security constraints
that may be caused by other interacting control loops. Based
on the overall control structure and the three decomposition
levels as depicted in Figs. 5, 9, and 10, the critical control
loops that are interacting with each other are in the table
shown in Fig. 12.

Fig. 8. System components.

Fig. 7. System security requirements and constraints.
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The identified control loops should be investigated
for the factors causing the identified threats as shown in
Fig. 6. In CAST there are several classifications of control
loops that can cause unsafe states [14]. Using traditional
classifications in CAST and the control loops in the table
shown in Fig. 12, the threats are listed in Fig. 11.

The key to the design of Stuxnet was that the malware
would be able to interact with the system components as a
legitimate entity in the systems. Since the were no compo-
nent authentication mechanisms in place as evident in
Fig. 10, Stuxnet took advantage of this design flaw in order
to launch its malicious operations. The authentication mech-
anisms using protocols such as [33] should be in place
among each interacting components of Fig. 10 to avoid mali-
cious injections of commands or parameters. Once all the
core system components are infected, Stuxnet then issues
malicious operations from each infected components.

From Fig. 10, we can also notice that the actual sensors
results are not passed securely to the controllers since there
is no secure channel between sensors and controllers. There-
fore, the results can be modified by Stuxnet along the way.
There is no controller to check the validity of the results.
There can be result verification controller that runs the sim-
ulated version of the requested operation and compares the
received results with that simulated ones to predicted any
tampering with results.

Fig. 11 shows the 35 threats associated with the control
loops in Fig. 12. Detailed analysis of control loops and their
components can reveal threats that are directly related to
the Stuxnet case. 35 potential threats were generated for all
the analyzed control loops that most of them were directly
related to the Stuxnet case. For example, a contributing fac-
tor to T2 can be identified in each of the control loops that is
“lack of input verification associated with each operation/
process”. Similarly, “Lack of results verification/validation

module” is a contributing factor to T1. This could lead to
the situation that all the received data can be considered
trusted and may have undesired impact on the other inter-
acting control loops. Our analysis shows that STAMP can
be useful to identify threats in complex systems that are
mainly caused by uncontrolled interactions, something that
is missing in the standard practices such as FMEA or FTA.

5.4 Result Discussion

As it is shown in Fig. 11, 35 threats were identified based on
the analyzed control structure. These threats can be catego-
rized into the following five broad categories: (i) lack of con-
trol in verifying inputs and outputs for each individual
components in the control loops, (ii) lack of control in veri-
fying the source command issuer and destination command
received, (iii) lack of control in predicting emerging effects
created by the lower-level or upper-level control loops,
(iv) lack of control in verifying the authenticity of the soft-
ware pieces used in system components such as SCADAs,
PLCs, and devices’ firmwares, and (v) lack of control in cre-
ating secure tunnel for communication between the compo-
nents in the network

Although sixteen control loops within the system bound-
ary were identified in Fig. 10, the five loops that are shown
in Fig. 12 are the major contributors that had a direct impact
to the identified threats. The combination of the identified
threats led to the ultimate goal of Stuxnet-disrupting the
complete uranium enrichment process. Our CAST analysis
found the threats associated with the involved control loops
that could be utilized to put required measures to avoid
threats imposed by Stuxnet.

As it is shown in Fig. 5, the control loop OG-GS-SO-OO,
is the highest control loop in the system that requires the
correct operation result reported to the operator in order to
maintain the correct sequence of operations. Violation of

Fig. 9. Hierarchical internal control loops.
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such constraint can be led to undesired operations. There-
fore, having a result verification controller can protect the
system against such threat.

As another example, the control loop C3-C3C2-S5-C20
could not detect the malicious speed request coming from an
authorized source. An analysis of FMEA could not detect
such a threat as a potential threat because based on such
analysis as long as a sensor is healthy and works properly
(getting the requests and responds to them), the functionality
is not disrupted and hence the system could be considered
safe. However, such a threat could be identified by CAST
and proper mitigations could be placed accordingly. Opera-
tion result verification (ORV) at lower-levels can be done eas-
ily using local verifiers independent of the control structure

flow, improving the accuracy of final results reported to the
operators. In addition such ORV can monitor the physical
components’ (such as sensors) integrity and performance.

Additionally, even with the presence of an OVR, there is
no verification for the sequence of results reported from
lower-level loops to the higher-level loops in the hierarchical
control structure. For example, a malware such as Stuxnet
can report the results (fake results) to the higher-level control
loops before the lower-level control loops could verify the
results. Therefore, the higher-control loops take actions
based on the received results that are not the actual expected
results. This is an example of not defining the appropriate
behavior of the system that makes the process model incom-
plete and it is one of the frequent forms of deficiencies that

Fig. 10. Inter layer system decomposition.
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occurs due to incomplete process model [14]. To address
such threats, the process model of the controller should
either perform a source verification for any received results
by utilizing a light-weighted public/private crypto system
or use a secure communication tunnel with its components
such as secure socket tunneling protocol (SSTP).

Our CAST analysis facilitated the process of understand-
ing a complex control structure such as a uranium enrich-
ment infrastructure and the relationship among its control
loops. As we showed in our analysis, even though some of
the threats were the result of insufficient access control at
lower-level loops, most of them were the result of inade-
quate control over the interactions among the system com-
ponents and their associated control loops.

The lesson learned from our CAST analysis can be used to
prevent threats in other CPSs. For example, cars are becom-
ing more intelligent these days and numerous components
have to interact with each other to accomplish a task. It is esti-
mated that intelligent cars have as much/more code than a
fighter jet in near future [34]. Attacks like Stuxnet can cause

the car’s motor to overspeed similar to the Iranian centri-
fuges, creating a catastrophic event. Therefore, system
designers can utilize the STAMP framework to identify
threats in a complex environment that runs mostly through
complex interactions among its numerous components.

6 CONCLUSIONS

The design of security for cyber-physical systems must take
into account several characteristics common to such sys-
tems. Among these are interactions between the cyber and
physical environment, distributed management and con-
trol, real-time requirements, and geographic distribution.
This paper discusses these characteristics and suggests a
design analysis approach that better integrates security into
the core design of the system. We applied CAST on a sam-
ple case study. Numerous threats were identified that high-
light some of the missing design requirements pieces
needed in the original design intent to avoid security threats
imposed by the studied case.

ACKNOWLEDGMENTS

This material is based, in part, upon work supported
by the Department of Energy under Award Number
DE-OE0000780. The views and opinions of authors
expressed herein do not necessarily state or reflect those
of the United States Government or any agency thereof.

REFERENCES

[1] (2014). Cyber physical systems. National Science Foundation
[Online]. Available: http://www.nsf.gov/publications/pub_
summ.jsp?ods_key=nsf14542

[2] R. Poovendran, K. Sampigethaya, S. K. S. Gupta, I. Lee, K. V.
Prasad, D. Corman, and J. L. Paunicka, “Special issue on cyber-
physical systems [scanning the issue],” Proc. IEEE, vol. 100, no. 1,
pp. 6–12, Jan. 2012.

Fig. 11. CAST results for the control loops.

Fig. 12. Critical control loops of the system.

NOURIAN AND MADNICK: A SYSTEMS THEORETIC APPROACH TO THE SECURITY THREATS IN CYBER PHYSICAL SYSTEMS APPLIED... 11



[3] A. A. C�ardenas, S. Amin, Z.-S. Lin, Y.-L. Huang, C.-Y. Huang, and
S. Sastry, “Attacks against process control systems: Risk assess-
ment, detection, and response,” in Proc. 6th ACM Symp. Inf., Com-
put. Commun. Security, 2011, pp. 355–366.

[4] US-CERT, “Control systems security program,” US. Dept. Home-
land Security [Online]. Available: https://www.kb.cert.org/vuls

[5] V. M. Igure, S. A. Laughter, and R. D. Williams, “Security issues in
SCADA networks,” Comput. Security, vol. 25, no. 7, pp. 498–506,
2006.

[6] E. Johansson, T. Sommestad, andM. Ekstedt, “Issues of cyber secu-
rity in SCADA-systems-on the importance of awareness,” in Proc.
20th Int. Conf. Exhib. Elect. Distrib.-Part 1, 2009, pp. 1–4.

[7] H. Christiansson and E. Luiijf, “Creating a european SCADA
security testbed,” in Critical Infrastructure Protection. New York,
NY, USA: Springer, 2007, pp. 237–247.

[8] M. Hadley, N. Lu, and A. Deborah, “Smart-grid security issues,”
IEEE Security Privacy, vol. 8, no. 1, pp. 81–85, Jan./Feb. 2010.

[9] B. Krebs. Cyber incident blamed for nuclear power plant
shutdown. Washington Post [Online]. Available: http://www.
washingtonpost.com/wp-dyn/content/article/2008/06/05/
AR20080 60501958.html

[10] (2014). Planes are at risk of cyber attack through their wi-fi and
entertainment systems, says hacker, prompting fears for aircraft
security [Online]. Available: http://www.dailymail.co.uk/scien-
cetech/article-2715964/Cyber-hacker-figured-hack.html

[11] K. A. Stouffer, J. A. Falco, and K. A. Scarfone, “Guide to industrial
control systems (ICS) security: Supervisory control and data
acquisition (SCADA) systems, distributed control systems (DCS),
and other control system configurations such as programmable
logic controllers (PLC),” Nat. Inst. Standards Technol., 2011.

[12] A. Cardenas, S. Amin, B. Sinopoli, A. Giani, A. Perrig, and S. Sastry.
(2009). Challenges for securing cyber physical systems, in Proc. DHS
Workshop Future Directions Cyber-Physical Syst. Security [Online].
Available: http://chess.eecs.berkeley.edu/pubs/601.html

[13] S. Amin, X. Litrico, S. Sastry, and A. M. Bayen, “Cyber security of
water SCADA systems Part I: Analysis and experimentation of
stealthy deception attacks,” IEEE Trans. Control Syst. Technol.,
vol. 21, no. 5, pp. 1963–1970, Sep. 2013.

[14] N. Leveson, Engineering a Safer World: Systems Thinking Applied to
Safety. Cambridge, MA, USA: MIT Press, 2011.

[15] (1981). NRC: Fault tree handbook (NUREG-0492). U.S. Nuclear
Regulatory Commission [Online]. Available: http://www.nrc.
gov/reading-rm/doc-collections/nuregs/staff/sr0492/

[16] C. Ericson, Hazard Analysis Techniques for System Safety. Hoboken,
NJ, USA: Wiley-Interscience, 2005.

[17] D. Reifer, “Software failure modes and effects analysis,” IEEE
Trans. Rel., vol. R-28, no. 3, pp. 247–249, Aug. 1979.

[18] S. J. Jacob, N.J.S., “Software failure modes and effects analysis,” in
Proc. Annu. Rel. Maintainability Symp., 2013, pp. 1–5.

[19] H. Pentti and H. Atte, “Failure mode and effects analysis of soft-
ware-based automation systems,” in Proc. VTT Ind. Syst., 2002,
p. 190.

[20] A. Shostack. (2007). STRIDE approach [Online]. Available: http://
blogs.microsoft.com/cybertrust/2007/09/11/stride-chart/

[21] B. Schneier, “Attack trees,” Dr. Dobb’s J., vol. 24, no. 12, pp. 21–29,
1999.

[22] N. Leveson. (2014). Engineering a safer world. Proc. STAMP
Workshop [Online]. Available: http://psas.scripts.mit.edu/home/
wp-content/uploads/2014/03/Workshop-Tutorial-2014-final-
out.pdf

[23] I. N. Fovino, M. Masera, and A. D. Cian, “Integrating cyber attacks
within fault trees,” Rel. Eng. Syst. Safety, vol. 94, no. 9, pp. 1394–
1402, 2009.

[24] C.-W. Ten, C.-C. Liu, and M. Govindarasu, “Vulnerability assess-
ment of cybersecurity for SCADA systems using attack trees,” in
Proc. IEEE Power Eng. Soc. General Meeting, 2007, pp. 1–8.

[25] C. Schmittner, T. Gruber, P. Puschner, and E. Schoitsch, “Security
application of failure mode and effect analysis (FMEA),” in Proc.
33rd Int. Conf. Comput. Safety, Rel. Security, Florence, Italy, Sep. 10–
12, 2014, pp. 310–325.

[26] S. Kriaa, M. Bouissou, F. Colin, Y. Halgand, and L. Pietre-
Cambacedes, “Safety and security interactions modeling using
the bdmp formalism: Case study of a pipeline,” in Proc. 33rd Int.
Conf. Comput. Safety, Rel. Security, 2014, pp. 326–341.

[27] W. Young and N. G. Leveson, “An integrated approach to safety
and security based on systems theory,” Commun. ACM, vol. 57,
no. 2, pp. 31–35, 2014.

[28] M. Couturier, “A case study of Vioxx using STAMP: Case study of
Vioxx using systems theoretic accident model and processes,”
Massachusetts Inst. Technol., Cambridge, MA, USA, 2010.

[29] C. Li. Railway signalling accident analysis using cAST. STAMP
Conf. [Online]. Available: http://psas.scripts.mit.edu/home/wp-
content/uploads/2014/04/2014-STAMP-conference-BJTUChen-
ling-Li.pdf

[30] M. ONei. (2014). Using CAST for adverse event investigation in
hospitals. STAMP Conf. [Online]. Available: http://psas.scripts.
mit .edu/home/wp-content/uploads/2014/03/CAST-
presen tation_MONeil.pdf

[31] M. V. Stringfellow. (2010). Accident analysis and hazard analysis
for human and organizational factors [Online]. Available: http://
dspace.mit.edu/handle/1721.1/63224

[32] (2012). Stuxnet expert: Analysis shows design flaw, not vulnera-
bility sunk siemens [Online]. Available: http://threatpost.com/
stuxnet-expert-langner-analysis-shows-design-flaw-not-vulnera-
bility-sunk-siemens-011912/76115

[33] K. Research, “Kaspersky lab provides its insights on Stuxnet
worm,” 2010.

[34] Microsoft. (2010). Microsoft security bulletin ms10-061 [Online].
Available: http://technet.microsoft.com/en-us/security/bulletin/
MS10-061

[35] K. Research. (2010). Vulnerability in windows shell could allow
remote code execution [Online]. Available: http://technet.micro-
soft.com/en-us/security/advisory/2286198

[36] K. Research. (2010). Microsoft windows shortcut ‘LNK/PIF’ files
automatic file execution vulnerability [Online]. Available: http://
technet.microsoft.com/en-us/security/bulletin/CVE-2010-2568

[37] N. Falliere, Murchu, and E. Chien. (2011). W32.stuxnet dossier.
Symantec Security Response online report [Online]. Available:
https://www.symantec.com/content/en/us/enterprise/media/
security_respon se/whitepapers/w32_stuxnet_dossier.pdf

[38] B. M. Tashjian, “The failure modes and effects analysis as a design
tool for nuclear safety systems,” IEEE Trans. Power App. Syst.,
vol. 94, no. 1, pp. 97–103, 1975.

[39] D. Liu, P. Ning, S. Zhu, and S. Jajodia, “Practical broadcast
authentication in sensor networks,” in Proc. 2nd Annu. Int. Conf.
Mobile Ubiquitous Syst.: Netw. Services, 2005, pp. 118–129.

[40] D. Mccandless. (2013). Visualization of howmany millions of lines
of code go into various products [Online]. Available: http://www.
informationisbeautiful.net/visualizations/million-lines-of-code/

Arash Nourian is a postdoctoral fellow at MIT.
He studies the systematic large-scale organiza-
tion of information with sufficient security/privacy
guarantee. Part of his current research is on
designing security analysis frameworks for cyber
physical systems. He has conducted research on
cyber physical systems security, Big Data security
and privacy, system-theoretic approaches for Big
Data storage and retrieval, and complex informa-
tionmodeling at bothMIT andMcGill University.

Stuart Madnick received the SB degree in elec-
trical engineering, the SM degreee in manage-
ment, and the PhD degree in computer science
from MIT. He is the John Norris Maguire (1960)
professor of information technology and a profes-
sor of engineering systems and has been an MIT
faculty member since 1972. He has served as the
head in MIT’s Information Technologies Group in
the Sloan School of Management for more than
20 years. He is currently the director in MITs
Interdisciplinary Consortium for Improving Critical

Infrastructure Cybersecurity, (IC)3. He is the author or coauthor of over
350 books, articles, or reports including the classic textbook on operating
systems, plus three patents. His current research interests include infor-
mation integration technologies, semantic web, database technology,
software project management, internet applications, the strategic use of
information technology, and cybersecurity. Madnick has been active in
industry, as a key designer and developer of projects such as IBM’s VM/
370 operating system and Lockheed’s DIALOG information retrieval sys-
tem. He has served as a consultant to major corporations, including IBM,
AT&T, and Citicorp. He has also been the founder or co-founder of
five high-tech firms, and currently operates a hotel in the 14th century
Langley Castle in England. He is a member of the IEEE.

12 IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING, VOL. 13, NO. X, XXXXX 2016



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




