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Abstract— Now-a-days, the availability of low-cost jammers
in the commercial market is increasing. Due to this, there
has been a rising risk of multiple jammers, not just one.
However, it is challenging to locate multiple jammers because
the traditional way of jammer localization via multilateration
only works for one jammer. In addition, during attack the
positioning capability of the receivers is compromised due to
their inability to track the GPS signals.

We propose our Simultaneous Localization of Multiple Jam-
mers and Receivers (SLMR) algorithm by utilizing the signal
power received at a network of receivers. Our algorithm not
only locates multiple jammers, but also utilizes the jammers as
additional navigation signals for positioning the receivers. In
particular, we design a non-linear Gaussian Mixture Probability
Hypothesis Density Filter over a graphical framework, which
is optimized using Levenberg-Marquardt minimizer. Under the
presence of multiple simulated jammers, we validate that our
proposed SLMR algorithm is able to simultaneously locate
multiple jammers and receivers, even though the number of
jammers is unknown.

I. INTRODUCTION

Due to the low signal power, GPS signals are vulnerable to
external jamming attacks [1]-[2]. A jammer broadcasts high
powered signals in the GPS frequency band [3] and causes
the receiver to lose track of the satellite signals. This causes
the Position Velocity and Time (PVT) solution to become
unavailable for navigation.

Now-a-days, low-cost jammers are easily available in the
commercial market [4]. Due to this, there is an increasing
risk of imminent threats from multiple jammers, not just
one [5]. Therefore, it is critical to account for the presence
of multiple jammers to ensure prompt neutralization of all
these malicious devices. In addition, given the inability of the
receivers to track the GPS signals during jamming, we need
alternate techniques to localize their position and facilitate
robust continued operation.

The presence of multiple jammers gives rise to additional
challenges because the traditional way of jammer localization
via multilateration only works for one jammer. In addition,
the number of jammers in the vicinity and their individual
effect on the receiver is unknown. We propose our Simultane-
ous Localization of Multiple Jammers and Receivers (SLMR)
algorithm to address the above-mentioned challenges due to
multiple jammers. Our contributions are listed as follows

1) We utilize the front-end received power of GPS re-
ceivers to develop a robust algorithm which not only

estimates the number of jammers but also accurately
locates them.

2) We also utilize the jammers as additional navigation
signals to constrain the errors in the positioning of
these network of receivers.

3) We develop a graphical framework constrained by
the motion model and non-linear Gaussian Mixture
Probability Hypothesis Density (GM-PHD) Filter [6].
We optimize the graph [7] to simultaneously locate the
multiple jammers and receivers.

The rest of the paper is organized as follows: Section II
describes our SLMR algorithm and its key characteristics;
Section III experimentally validates the accuracy of our
algorithm in locating the jammers and receivers by consid-
ering a network of receivers subjected to multiple simulated
jammers; Section V concludes the paper.

II. SIMULTANEOUS LOCALIZATION OF MULTIPLE
JAMMERS AND RECEIVERS (SLMR)

In this section, we describe the details of our proposed
SLMR architecture, algorithm and the corresponding initial-
ization requirements.

A. Our SLMR Architecture

We outline the steps in our SLMR architecture seen in
Fig. 1 as follows

1) After jamming is detected using existing tech-
niques [8]-[9], we initialize our SLMR algorithm and
obtain the received power at all the L receivers.

2) We execute the update step of our non-linear GM-PHD
Filter to compute the posterior intensity i.e., first order
statistical moment of the relative state for each jammer-
receiver pair. Based on this, we estimate the number
of jammers Mt and the relative distances between
jammers-receivers St.

3) Later, we optimize our sub-graph using LM algo-
rithm to locate all the receivers ~x1:L,t and the jam-
mers ~y1:Mt,t at the current time instant based on the
constraints obtained from the update step of GM-PHD
Filter, the receiver motion model and the last estimated
position of receivers before being jammed.

4) We predict the posterior intensity for the next time in-
stant after which the above steps are iterated over time
to converge to the accurate number of jammers and
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the locations of these multiple jammers and network
of receivers. In addition, we also periodically execute
full-graph optimization across all the time instants to
further reduce the localization errors.

Fig. 1: Our SLMR architecture based on GM-PHD Filter and
graph optimization to locate multiple jammers and receivers.

B. Our Algorithm

We describe our SLMR algorithm step-wise and also
explain the corresponding theoretical formulation in detail.

1) Extract received power residuals:
For each ith receiver, we compute the front-end received

power ai across the τ sample times over a period of ∆T time
interval. Thereafter, we calculate the change in the received
power denoted by zi as

zi,t = ai − ai,int

= GtGrPt

( λ
4π

)2∑
k

( 1

η2ik

)
=
∑
k

hk(ηik,t)
(1)

where ai,int represents the received power at the ith receiver
in authentic conditions computed during initialization,
before the jamming attack is detected. hk(.) denotes
the measurement model based on free space path loss
model [10], Gr and Gt represents the receiver and jammer
antenna gain, Pt denotes the transmit power of the jammer
and λ is the wavelength of the jamming signal, ηik
represents the relative distance vector between the ith

receiver and kth jammer pair. Zi =
{
zi ∈ (1, · · · , L)

}
represents the measurement vector given to the update step
of our non-linear GM-PHD filter.

2) Formulate the graphical framework:
Considering the jammers and the motion of receivers to

be independent of each other, in this step, we formulate a
graphical framework to simultaneously localize the jammers
and receivers in a sequential manner. For each ith receiver,
we design the graph seen in Fig. 2 as follows:

1) The blue nodes in the primary layer depict the sequen-
tial time series of its position and velocity ~xi,1:t. The
bottom layer of orange nodes represent the sequentially
varying position and velocity of jammers ~y1:Mt,1:t.

2) The top layer of orange nodes denoted by ui,1:t rep-
resent the sequential measurements obtained from the
motion model of the ith receiver.

Fig. 2: Graphical framework for the ith receiver. The orange
nodes correspond to the motion model ui,t and the jammer
navigation solution ~y1:Mt,t. Blue nodes represent the sequen-
tial navigation solution ~xi,1:t of the ith receiver.

In this layer as seen in Fig. 3, the unknowns are the posi-
tion and velocity of the ith receiver ~xi,t = [x, y, z, ẋ, ẏ, ż]Ti,t
and jammers ~y1:Mt,t at the current tth time stamp which
is computed using sub-graph optimization. The edges con-
necting the blue nodes to the orange nodes in bottom layer
represent the constraint ηik obtained from the update step of
our GM-PHD Filter.

Fig. 3: Sub-graph at tth time instant interconnecting different
receivers via receiver motion model and received power.

3) Update step of non-linear GM-PHD Filter:
Due to the presence of multiple jammers, the probabil-

ity distribution is multi-modal as seen in Fig. 4. In such
conditions, implementing conventional bayes tracking [11]
becomes computationally expensive. Therefore, in PHD Fil-
ter [12], we model our states as a Random Finite Set
which represents the relative distance between each jammer-
receiver pair and its cardinal number as a random variable
which gives an estimate of the number of jammers.

Fig. 4: Multi-modal distribution observed due to the presence
of multiple jammers.
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In our work, we formulate a non-linear formulation of
GM-PHD Filter [6] where the multi-modal distribution is
modeled as a Gaussian Mixture, to estimate the number of
jammers Mt as well as the data association St among the
L receivers and the predicted jammers.

The state vector St representing the relative distances
between each jammer-receiver pair is defined as

St =
{
ηik,t, i ∈ {1, · · · , L}, k ∈ {1, · · · ,Mt}

}
(2)

First, we model the posterior intensity νt
(
η
)

as a Gaussian
Mixture represented by

νt
(
η
)

=

Jt∑
j=1

wjt N
(
η; mj

t|t, P
j
t|t

)
(3)

Later, we compute the measurement update of the posterior
intensity for each of the states η ∈ St by dropping the
subscript as

νt
(
η
)

=
(
1− pD,t

)
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(
η
)

+
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(
z
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∂η

∣∣∣
ηt=m

j
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where N (: m, P ) denotes a Gaussian density with mean m
and covariance P , Ht denotes the linearized measurement
model, Rt is the measurement noise covariance and pD,t is
a constant which denotes the detection probability. In the
updated posterior intensity equations as seen in Eq. (4),
νD,t

(
η; z
)

denotes the detection term for each z ∈ Zt
while

(
1− pD,t

)
νt|t−1

(
η
)

represents the mis-detection term
corresponding to the state η. In addition, wjt

(
z
)

denotes the
detection weights allocated to each Gaussian density corre-
sponding to each measurement of Zk and Jt|t−1 indicates the
total number of Gaussian densities predicted at the current
tth time instant. mj

t|t−1 and mj
t|t denotes the predicted and

updated mean of jth Gaussian density. Similarly, P jt|t−1 and
P jt|t denotes the predicted and updated covariance of the
jth Gaussian distribution.

By executing this, the total number of Gaussian com-
ponents increase from Jt|t−1 to Jt = (L + 1) Jt|t−1. We
observe that the number of components increase without
bounds thereby increasing the computational complexity.

Therefore, we next implement a pruning procedure to select
the Gaussian components to be propagated to the next time.

We prune the Gaussian components based on their weights
and the upper bound for the acceptable number of Gaussian
components Jmax. After the update step of our non-linear
GM-PHD filter, we compute the state vector St of the current
time instant t which equals the means of the Gaussian
components mj

t|t with weights greater than a threshold T .
The states of this estimated vector represent the relative
distance between ith receiver and kth jammer. Based on this,
the number of jammers are calculated as

Mt =
(
1− pD,t

)
Mt|t−1 +

1

L

Jt|t−1∑
j=1

wjt
(
z
)

St =
{
mj
t , j ∈ {1, · · · , Jt}

∣∣∣mj
t|t > T

} (5)

4) Optimize the sub-graph and full-graph:
In this step, we optimize the sub-graph seen in Fig. 3,

using the objective function Ft which consists of three
components [13].

Ft(x1:L,t, y1:Mt,t) =
∑
i

xTi,int Ωi,int xi,int+∑
i

∑
k

(
ηik,t − hk(xi,t,yk,t)

)T
Σ−1t

(
ηik,t − hk(xi,t,yk,t)

)
+
∑
i

(
xi,t − g(ut,xi,t−1)

)T
Ω−1i,t

(
xi,t − g(ut,xi,t−1)

)
(6)

where Σt denotes the associated covariance involved. Ωi,int,
Ω−1i,t denote the covariances of the position of the ith receiver
during initialization and at the tth time instant respectively.

Firstly, the initial constraint x1:L,int, which corresponds
to the L receivers, marks the global reference point for the
estimation of receiver and jammer locations. In the second
component, we compare the constraints Mt and St obtained
from the update step of our non-linear GM-PHD Filter to that
of the expected measurement model hk(.) summed across
each jammer-receiver pair. Lastly, we compare the unknown
position and velocity of the receiver to be estimated with
that of the expected position of receiver based on motion
model g(.). The motion model is obtained from either the
vehicle dynamics or external sensors. Thereafter, we carry
out the optimization procedure using a LM minimizer to
estimate the variables (x1:L,t, y1:Mt,t)

After this, we correct the state vector St based on the sub-
graph estimates of the receivers x1:L,t and jammers y1:Mt,t

which is given as input to the prediction step of our non-
linear GM-PHD Filter.

Based on the current estimate of the number of jam-
mers Mt, we periodically execute full-graph optimization
across time to constrain the drifts and to reduce the local-
ization errors in the estimates of (x1:L,t, y1:Mt,t). This is
executed by minimizing the objective function given by

(x1:L,1:t, y1:Mt,1:t) = argmin
∑
t

Ft(x1:L,t, y1:Mt,t) (7)
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5) Predict step of non-linear GM-PHD Filter:
We compute the predicted intensity for the next instant

t+ 1 as follows

νt+1|t
(
η
)

= νS,t+1|t
(
η
)

+ γt+1

(
η
)

νS,t+1|t
(
η
)

= pS,t

Jt∑
j=1

wjt N (η; mj
S,t+1|t

(
z
)
, P jS,t+1|t)

γt+1

(
η
)

=

Jγ,t+1∑
j=1

wjt+1 N (η; mj
γ,t+1

(
z
)
, P jγ,t+1)

Mt+1|t = pS,t Mt +
1

L

Jγ,t∑
j=1

wjγ,t+1

mj
S,t+1|t = Ftm

j
t

P jS,t+1|t = Qt + FtP
j
t F

T
t

(8)

where pS is considered a constant which denotes the survival
probability, Ft is obtained from the motion model g(.),
Qt denotes the process noise covariance, νS,t+1

(
η; z
)

de-
notes the survival term and mj

S,t+1|t, P
j
S,t+1|t denotes the

mean and covariance of the survival categorized Gaus-
sian components. γt+1

(
η
)

denotes the birth intensity of a
jammer. The corresponding birth parameters are denoted
by weights wγ,t+1, mean mj

γ,t+1, covariance Pγ,t+1 and
number of birth Gaussian Mixture Jγ,t+1. Mt+1|t denotes the
predicted number of states in our GM-PHD Filter. Thereafter,
the entire process repeats itself to converge over time.

C. Initialization

After the jamming is detected, we initialize our algorithm
in three parts: Firstly for each receiver, we compute the
average of the most recent V measurements in non-jammed,
authentic conditions to compute ai,int = 1

V

∑
v(ai,−v), i ∈

{1, · · · , L}. In addition, we also extract the position and
velocity of all the L receivers and their corresponding
covariance involved i.e., ~x1:L,int, Ω1:L,int.

Secondly, we initialize our non-linear GM-PHD Filter and
the sub-graph, by considering a single jammer to be present
at the centroid of the known receivers’ position and velocity
denoted by ~x1:L,int.

III. EXPERIMENTAL RESULTS

In this section, we demonstrate the simulated experimental
results to validate our SLMR algorithm by considering a
network of receivers. We consider a network of widely
dispersed five vehicles each equipped with a GPS receiver.
The dynamics of the vehicles and their corresponding re-
ceiver errors are considered independent of each other. The
trajectories followed by each of the vehicles is shown in the
Fig. 5. We considered three stationary jammers shown by
black dots in Fig. 5 transmitting simulated sweep jamming
attack with transmission power of 50.3 W based on free
space path loss model.

Fig. 5: Our experimental setup consists of five vehicles each
equipped with a GPS receiver. The vehicle trajectories are
indicated by cyan, red, magenta, blue and green. The location
of three jammers considered are shown in black.

Fig. 6: Under simulated sweep continuous jamming attack:
Number of jammers estimated using our algorithm are shown
by the red dots and the actual number of jammers are shown
in blue. We observed that our algorithm accurately converges
to the actual number of jammers present i.e., 3 in ≈ 60 s.

Fig. 6 showed the estimated number of jammers indicated
in red using our SLMR algorithm whereas the blue indicate
the actual number of jammers present i.e., 3. We observed
that our algorithm efficiently utilized the receiver motion
model and their corresponding received power measurements
to accurately estimate the jammers in ≈ 60 s.

Fig. 7: Position error of multiple jammers. We showed that
our algorithm accurately estimated the locations of multiple
jammers to within 5 m accuracy.
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Next, we estimated the total error in the location of
multiple jammers, obtained as output from sub-graph op-
timization, after our algorithm has converged. In Fig. 7 and
Fig. 8, we demonstrated that our proposed SLMR algorithm
accurately estimated the location of jammers to within 5 m
and receivers to within 7.3 m accuracy.

Fig. 8: Position error of receivers. We showed that our
algorithm accurately estimated the locations of the network
of receivers to within 7.3 m accuracy.

IV. CONCLUSIONS

We proposed our SLMR algorithm that not only is able
to locate multiple jammers, but also the receivers by utiliz-
ing the received jamming signals as additional information
sources. We achieved this by designing a robust graphical
framework constrained using GM-PHD Filter and optimized
using LM algorithm. Under the presence of multiple sim-
ulated jammers, our results validated the accuracy of our
SLMR algorithm in estimating the actual number of jammers
and computing the position of jammers and receivers to
within 5 m and 7.3 m accuracy.
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