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## Preface

This book is designed for an introductory undergraduate course in electromagnetics. In view of the rapid growth of the several specialized branches of electrical engineering, a student may not have the opportunity to take advanced courses in field theory. On the other hand, electromagnetics is one of the fundamental subjects having a wide variety of applications, as evidenced by its place in the undergraduate core curriculum. Hence, a thorough understanding of the basic concepts of electromagnetics must be imparted to the electrical engineering student in the introductory course itself.

To facilitate the aforementioned task, an attempt is made in this book to present the basic field theory at an introductory level and at the same time in sufficient depth to establish the concepts firmly in the student's mind and to enable the interested student to use the advanced books without having to relearn the subject or reorient his understanding of the concepts. This is done by combining the classical approach of introducing field theory with statics and the modern approach of emphasizing dynamics to develop Maxwell's equations and the associated constitutive relations in a gradual manner and finally use them to discuss several applications. A number of worked-out examples are distributed throughout the book to illustrate and, in some cases, extend the various concepts and to aid the student's grasp of the subject matter.

The book does not presuppose knowledge of vector analysis. Chapter 1 contains the discussion of coordinate systems and vector analysis necessary and sufficient for the remaining chapters. Other mathematical tools such as the Dirac delta function and the phasor technique are introduced wherever necessary.

Chapters 2 and 3 are devoted to static electric and magnetic fields, respectively, in free space. Starting with Coulomb's and Ampere's laws in chapters 2 and 3, respectively, Maxwell's equations for static fields are introduced in a logical manner. The coverage of static magnetic field in chapter 3 is as much detailed as the coverage of static electric field in chapter 2 unlike the traditional mode of presentation in which the electric field topics are emphasized.

Chapter 4 is devoted to the electromagnetic field in free space. Maxwell's equations for time-varying fields are introduced. Energy storage in electric and magnetic fields and power flow in electromagnetic field are discussed. The use of phasor technique in dealing with sinusoidally time-varying vector fields is illustrated. Maxwell's equations and the power and energy relations are then specialized for sinusoidally time-varying fields.

The discussion in chapters 2,3 , and 4 is in terms of the field vectors $\mathbf{E}$ and $\mathbf{B}$. Chapter 5 is devoted to the study of fields in the presence of materials. The interaction between fields and charges in materials is discussed in terms of equivalent charge and current distributions which are related to the fields and act as though they were situated in free space, thereby entering into Maxwell's equations. By defining field vectors $\mathbf{D}$ and $\mathbf{H}$ and relating them to $\mathbf{E}$ and $\mathbf{B}$, respectively, Maxwell's equations for free space developed in chapters 2,3 , and 4 are generalized so that they can be used for material media as well as for free space. The power and energy relations developed in chapter 4 are also generalized for material media. Boundary conditions are derived for the fields.

Chapter 6 serves as an introduction to the applications of Maxwell's equations. A variety of topics providing a continuous coverage from statics to electromagnetic waves via quasistatics and distributed circuits are discussed. The presentation is oriented towards introducing the fundamental concepts leading to and associated with the applications. For example, the circuit parameters conductance, capacitance, and inductance are introduced simultaneously so that the student can better appreciate the development of the frequency behavior of a physical structure made up of two parallel conductors leading to the concept of a distributed circuit. Yet another example is the introduction of waveguides by starting with uniform plane waves incident obliquely on a perfect conductor, which provides a physical understanding of the waveguiding phenomenon.

There is enough material in this book for a two-semester course. However, by deemphasizing certain topics and omitting certain other topics, it is possible to use this text for a one-semester course. In the latter case, the student can read the remaining material by himself with the aid of the answers to the odd-numbered problems included at the end of the book. The many example problems throughout and the numerous homework problems at the end of each chapter make this book especially suitable for a course oriented towards problem solving.

## xi Preface

This text is based on lecture notes prepared for courses taught since 1965 at the University of Illinois at Urbana-Champaign and earlier at the University of Washington. I am indebted to Professor E. C. Jordan at the University of Illinois and Professor A. V. Eastman at the University of Washington for their help in several instances without which this book would not have materialized.

Urbana, Illinois N. Narayana Rao

## 1

## VECTOR ANALYSIS

Vector analysis is a shorthand notation by means of which we perform mathematical manipulations with quantities which have associated with them not only magnitude but also direction in space. Such quantities are known as vectors, in contrast to scalars which have only magnitude associated with them. Force and velocity are examples of vectors. Mass and length are examples of scalars. The electric and magnetic fields are examples of vectors. Voltage and current are examples of scalars. Since this book is concerned with electric and magnetic fields, it is necessary that we first learn the notation and certain rules of vector analysis. To distinguish vector quantities from scalar quantities, we use boldface type: A. Graphically, the vector A is represented by a line whose length is equal to the magnitude of $\mathbf{A}$, denoted $|\mathbf{A}|$ or simply $A$, and with an arrowhead at the end of the line pointing toward the direction of $\mathbf{A}$. If the top of the page is taken to be pointing toward the north, then Figs. 1.1(a), (b), and (c) represent vectors A, B, and C directed north, northeast, and west-northwest, respectively.

### 1.1 Some Simple Rules

## a. Equality of Vectors.

Two vectors $\mathbf{A}$ and $\mathbf{B}$ are equal if and only if their magnitudes as well as directions are the same.


Fig. 1.1. Graphical representation of vectors.

## b. Addition and Subtraction of Vectors.

Two vectors $\mathbf{A}$ and $\mathbf{B}$ are added by placing the beginning of one vector at the tip of the other as shown in Figs. 1.2(a) and (b). The sum vector is then obtained by joining the beginning of the first vector to the tip of the second vector. This rule is also known as the parallelogram law since, if we consider the two vectors as the adjacent sides of a parallelogram with their beginnings at a common point $O$ as shown in Fig. 1.2(c), the sum vector is then given by the diagonal of the parallelogram drawn from the corner $O$ to the opposite corner. From Figs. 1.2(a) and (b), it is clear that vector addition is commutative, that is,

$$
\begin{equation*}
\mathbf{A}+\mathbf{B}=\mathbf{B}+\mathbf{A} \tag{1-1}
\end{equation*}
$$

Subtraction is a special case of addition. If we want to subtract a vector $\mathbf{B}$ from a vector $\mathbf{A}$, we first construct the vector ( $-\mathbf{B}$ ), which has the same magnitude as that of $\mathbf{B}$ but opposite direction, and then add it to $\mathbf{A}$, that is,

$$
\begin{equation*}
\mathbf{A}-\mathbf{B}=\mathbf{A}+(-\mathbf{B}) \tag{1-2}
\end{equation*}
$$

The graphical construction pertinent to (1-2) is shown in Fig. 1.3(a). If we decide to obtain $\mathbf{A}-\mathbf{B}$ from the construction of a parallelogram with $\mathbf{A}$ and $\mathbf{B}$ as the adjacent sides emanating from the common point $O$ similar to that in Fig. 1.2(c), then the construction of Fig. 1.3(b) indicates that


Fig. 1.2. Addition of two vectors.


Fig. 1.3. Vector subtraction.
A-B is given by the diagonal of the parallelogram drawn from the tip of B to the tip of A. Finally, the constructions of Fig. 1.4 illustrate that vector addition is associative, that is,

$$
\begin{equation*}
\mathbf{A}+(\mathbf{B}+\mathbf{C})=(\mathbf{A}+\mathbf{B})+\mathbf{C} \tag{1-3}
\end{equation*}
$$

## c. Multiplication and Division by a Scalar.

When a vector $\mathbf{A}$ is multiplied by a scalar $m$, it is equivalent to adding $\mathbf{A}$ or $(-\mathbf{A})$ a total of $m$ times, depending upon whether $m$ is positive or negative. Hence the direction of $m(\mathbf{A})$ is the same as or opposite to that of $\mathbf{A}$, depending upon whether $m$ is positive or negative, whereas the magnitude of $m(\mathbf{A})$ is $|m|$ times the magnitude of $\mathbf{A}$. Thus

$$
\begin{gather*}
\qquad|m(\mathbf{A})|=|m||\mathbf{A}|==|m| A  \tag{1-4}\\
\text { Direction of } m(\mathbf{A})= \begin{cases}\text { direction of } \mathbf{A} & \text { if } m>0 \\
\text { direction of }(-\mathbf{A}) & \text { if } m<0\end{cases} \tag{1-5}
\end{gather*}
$$


(a)

(b)

Fig. 1.4. Illustrating the associative property of vector addition.

Division by a scalar is, of course, a special case of multiplication, that is, to divide a vector by $m$ we multiply it by $1 / m$.

## d. Unit Vector.

If we divide a vector $\mathbf{A}$ by its magnitude $A$, we obtain a vector whose magnitude is unity and whose direction is the same as the direction of $\mathbf{A}$. The resulting vector is called the "unit vector" in the direction of $\mathbf{A}$ and is denoted $\mathbf{i}_{A}$. Thus

$$
\begin{equation*}
\mathbf{i}_{A}=\frac{\mathbf{A}}{|\mathbf{A}|}=\frac{\mathbf{A}}{A} \tag{1-6}
\end{equation*}
$$

Unit vectors play a very important role in vector analysis, as we will find throughout this book.

## e. Scalar or Dot Product of Two Vectors.

The scalar or dot product of two vectors $\mathbf{A}$ and $\mathbf{B}$ is a scalar quantity of value equal to the product of the magnitudes of $\mathbf{A}$ and $\mathbf{B}$ and the cosine of the angle between $\mathbf{A}$ and $\mathbf{B}$. It is represented by a dot between $\mathbf{A}$ and $\mathbf{B}$. Thus

$$
\begin{equation*}
\mathbf{A} \cdot \mathbf{B}=|\mathbf{A}||\mathbf{B}| \cos \alpha=A B \cos \alpha \tag{1-7}
\end{equation*}
$$

where $\alpha$ is the angle between $\mathbf{A}$ and $\mathbf{B}$. Noting that

$$
\begin{equation*}
\mathbf{A} \cdot \mathbf{B}=A B \cos \alpha=A(B \cos \alpha)=B(A \cos \alpha) \tag{1-8}
\end{equation*}
$$

we see from the constructions of Fig. 1.5 that the dot-product operation consists of multiplying the magnitude of one vector by the scalar obtained by projecting the second vector onto the first vector. This suggests that the dot product is useful for problems such as finding the work done in displacing a mass. The dot-product operation is commutative since


Fig. 1.5. Showing that the dot product of $\mathbf{A}$ and $\mathbf{B}$ is the product of the magnitude of one vector and the projection of the second vector onto the first vector.

$$
\begin{equation*}
\mathbf{B} \cdot \mathbf{A}=|\mathbf{B}||\mathbf{A}| \cos \alpha=|\mathbf{A}||\mathbf{B}| \cos \alpha=\mathbf{A} \cdot \mathbf{B} \tag{1-9}
\end{equation*}
$$

Furthermore, the distributive property also holds, that is,

$$
\begin{equation*}
\mathbf{A} \cdot(\mathbf{B}+\mathbf{C})=\mathbf{A} \cdot \mathbf{B}+\mathbf{A} \cdot \mathbf{C} \tag{1-10}
\end{equation*}
$$

To prove the distributive property, we note from the construction shown in Fig. 1.6 that the projection of $(\mathbf{B}+\mathbf{C})$ onto $\mathbf{A}$ is equal to the sum of the projections of $\mathbf{B}$ and $\mathbf{C}$ onto $\mathbf{A}$. It follows from this that (1-10) is correct.


Fig. 1.6. For proving the distributive property of the dot-product operation.

## f. Vector or Cross Product of Two Vectors.

In contrast to the dot product, the vector or cross product of two vectors $\mathbf{A}$ and $\mathbf{B}$ is another vector whose magnitude is the product of the magnitudes of $\mathbf{A}$ and $\mathbf{B}$ and the sine of the angle $\alpha$ between $\mathbf{A}$ and $\mathbf{B}$ and whose direction is the direction of advance of a right-hand screw as it is turned from $\mathbf{A}$ towards $\mathbf{B}$ through the angle $\alpha$, as shown in Fig. 1.7(a). Thus

$$
\begin{equation*}
\mathbf{A} \times \mathbf{B}=|\mathbf{A}||\mathbf{B}| \sin \alpha \mathbf{i}_{N}=A B \sin \alpha \mathbf{i}_{N} \tag{1-11}
\end{equation*}
$$

where $\mathbf{i}_{N}$ is the unit vector in the direction of advance of a right-hand screw as it is turned from $\mathbf{A}$ towards $\mathbf{B}$ through $\alpha$. For example, if vector $\mathbf{A}$ is a unit vector directed eastward and vector $\mathbf{B}$ is a unit vector directed northward, then a right-hand screw advances upward as it is turned from east towards north through the $90^{\circ}$ angle so that $\mathbf{A} \times \mathbf{B}$ has a magnitude (1)(1) $\left(\sin 90^{\circ}\right)$ or unity and is directed upward. Alternatively, if we decide to turn the right-hand screw from east toward north through the $270^{\circ}$ angle, we note that the screw advances downward. There is no inconsistency, however, since the product $|\mathbf{A} \| \mathbf{B}| \sin \alpha$ is then equal to (1)(1)(sin $\left.270^{\circ}\right)$ or -1 . When the minus sign is associated with the direction of advance of the screw, the direction of $\mathbf{A} \times \mathbf{B}$ becomes upward.

From the constructions of Figs. 1.7(a) and (b) it follows that

$$
\begin{equation*}
\mathbf{B} \times \mathbf{A}=-\mathbf{A} \times \mathbf{B} \tag{1-12}
\end{equation*}
$$

so that the commutative law does not hold for the cross product. Similarly,


Fig. 1.7. Cross-product operations for two vectors $\mathbf{A}$ and $\mathbf{B}$.
the associative law does not hold for the cross product, that is,

$$
\begin{equation*}
(\mathbf{A} \times \mathbf{B}) \times \mathbf{C} \neq \mathbf{A} \times(\mathbf{B} \times \mathbf{C}) \tag{1-13}
\end{equation*}
$$

This can be demonstrated very easily by considering a particular case in which the three vectors $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ are unit vectors directed eastward, northward, and southward, respectively, as shown in Fig. 1.8. Then ( $\mathbf{A} \times \mathbf{B}$ ) is the unit vector directed upward. $(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}$ is the unit vector directed eastward, that is, $\mathbf{A}$. On the other hand, $(\mathbf{B} \times \mathbf{C})$ is equal to zero and hence $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})$ is equal to zero. Thus the associative law does not hold: That the distributive law,

$$
\begin{equation*}
\mathbf{A} \times(\mathbf{B}+\mathbf{C})=\mathbf{A} \times \mathbf{B}+\mathbf{A} \times \mathbf{C} \tag{1-14}
\end{equation*}
$$

holds will be proved in an example after we discuss the scalar triple product.


Fig. 1.8. For demonstrating that the associative law does not hold for the cross-product operation.

The cross-product operation is very convenient to define unit vectors. Thus a unit vector perpendicular to both $\mathbf{A}$ and $\mathbf{B}$ is, according to (1-11), given by

$$
\begin{equation*}
\mathbf{i}_{N}=\frac{\mathbf{A} \times \mathbf{B}}{|\mathbf{A}||\mathbf{B}| \sin \alpha} \tag{1-15}
\end{equation*}
$$

## g. Scalar Triple Product.

Another useful operation but of less importance is the scalar triple product $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})$. Using the definitions of dot and cross products we have

$$
\begin{align*}
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})= & |\mathbf{A}||\mathbf{B} \times \mathbf{C}| \cos \text { (angle between } \mathbf{A} \text { and } \mathbf{B} \times \mathbf{C}) \\
= & |\mathbf{A}||\mathbf{B}||\mathbf{C}| \sin \text { (angle between } \mathbf{B} \text { and } \mathbf{C} \text { ) }  \tag{1-16}\\
& \times \cos (\text { angle between } \mathbf{A} \text { and } \mathbf{B} \times \mathbf{C})
\end{align*}
$$

From the construction of Fig. 1.9, we note that

$$
\begin{align*}
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C}) & =A B C \sin \beta \cos \alpha=(A \cos \alpha)(B C \sin \beta) \\
& =\text { volume of the parallelepiped formed by } \mathbf{A}, \mathbf{B}, \text { and } \mathbf{C} \tag{1-17}
\end{align*}
$$

Thus the scalar triple product has the geometric meaning that it represents the volume of the parallelepiped formed by the three vectors. From con-


Fig. 1.9. Parallelepiped formed by A, B, and C.
structions similar to Fig. 1.9, it can be shown that $(\mathbf{A} \times \mathbf{B}) \cdot \mathbf{C}$ or $(\mathbf{C} \times \mathbf{A}) \cdot \mathbf{B}$ represent the same volume so that

$$
\begin{equation*}
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B}) \tag{1-18}
\end{equation*}
$$

Also, the parentheses in the scalar triple product are unnecessary since, for example, $\mathbf{A} \cdot \mathbf{B} \times \mathbf{C}$ can mean only $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})$ and not $(\mathbf{A} \cdot \mathbf{B}) \times \mathbf{C}$. This is so because $\mathbf{A} \cdot \mathbf{B}$ is a scalar and for a vector product, we need two vectors. Hence $(\mathbf{A} \cdot \mathbf{B}) \times \mathbf{C}$ is meaningless. It is therefore customary to omit the parentheses when writing a scalar triple product.

Example 1-1. Vector $\mathbf{A}$ has a magnitude of 4 units and is directed towards the east. Vector $\mathbf{B}$ has a magnitude of 4 units and is oriented in a direction making an angle of $120^{\circ}$ toward north from east. Vector $\mathbf{C}$ has a magnitude of 3 units and is directed $30^{\circ}$ south of east. Find
(a) $\mathbf{A}+\mathbf{B}$
(b) $3 \mathrm{~A}-4 \mathrm{C}$
(c) $\mathbf{A}+\mathbf{B}-\mathbf{C}$
(d) $\mathbf{A} \cdot \mathbf{B}$
(e) $\mathbf{B} \times \mathbf{C}$
(f) $\mathbf{A} \cdot \mathbf{B} \times \mathbf{C}$
(g) $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})$

(a)


(b)

Fig. 1.10. For Example 1-1.
(a) From the construction of Fig. 1.10(a), $(\mathbf{A}+\mathbf{B})$ has a magnitude of 4 units and is directed $60^{\circ}$ north of east.
(b) $3 \mathbf{A}=12$ units towards the east; $4 \mathbf{C}=12$ units directed $30^{\circ}$ south of east. From the construction of Fig. 1.10(b), 3A-4C has a magnitude of $24 \cos 75^{\circ}$ or 6.21 units and is directed $75^{\circ}$ north of east.
(c) From the construction of Fig. 1.10(c), $\mathbf{A}+\mathbf{B}-\mathbf{C}$ has a magnitude of 5 units and is directed $\left(60^{\circ}+\tan ^{-1} \frac{3}{4}\right)$ or $96^{\circ} 52^{\prime}$ north of east.
(d) $\mathbf{A} \cdot \mathbf{B}=|\mathbf{A}||\mathbf{B}| \cos ($ angle between $\mathbf{A}$ and $\mathbf{B})=(4)(4)\left(\cos 120^{\circ}\right)=$ -8 .
(e) $|\mathbf{B} \times \mathbf{C}|=|\mathbf{B}||\mathbf{C}| \mid \sin$ (angle between $\mathbf{B}$ and $\mathbf{C}) \mid=(4)(3)\left(\sin 150^{\circ}\right)=$ 6. The direction of $\mathbf{B} \times \mathbf{C}$ is the direction in which a right-hand screw advances when it is turned from $\mathbf{B}$ toward $\mathbf{C}$ through the angle $150^{\circ}$. This direction is downward. Thus, $\mathbf{B} \times \mathbf{C}$ has a magnitude of 6 units and is directed downward.
(f) $\mathbf{A} \cdot \mathbf{B} \times \mathbf{C}=|\mathbf{A}||\mathbf{B} \times \mathbf{C}|$ cos (angle between $\mathbf{A}$ and $\mathbf{B} \times \mathbf{C})=$ (4)(6) $\left(\cos 90^{\circ}\right)=0$. This is consistent with the reasoning that, since all three vectors are in a plane, the area of the parallelogram formed by them is zero.
(g) $|\mathbf{A} \times(\mathbf{B} \times \mathbf{C})|=|\mathbf{A}| \mid \mathbf{B} \times \mathbf{C} \|$ sin (angle between $\mathbf{A}$ and $\mathbf{B} \times \mathbf{C}) \mid=$ (4)(6) $\left(\sin 90^{\circ}\right)=24$. The direction of $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})$ is the direction in which a right-hand screw advances if it is turned from $\mathbf{A}$ toward $\mathbf{B} \times \mathbf{C}$ through the angle $90^{\circ}$, that is, from east to downward through the angle $90^{\circ}$. The screw advances towards the north. Thus $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})$ has a magnitude of 24 units and is directed northward.

Example 1-2. Show that $\mathbf{A} \times(\mathbf{B}+\mathbf{C})=\mathbf{A} \times \mathbf{B}+\mathbf{A} \times \mathbf{C}$.
We will prove this equality by showing that

$$
\mathbf{D}=\mathbf{A} \times(\mathbf{B}+\mathbf{C})-\mathbf{A} \times \mathbf{B}-\mathbf{A} \times \mathbf{C}=0
$$

Taking the dot product of an arbitrary vector $\mathbf{E}$ and the vector $\mathbf{D}$ and using ( $1-10$ ) and (1-18), we have

$$
\begin{aligned}
\mathbf{E} \cdot \mathbf{D} & =\mathbf{E} \cdot[\mathbf{A} \times(\mathbf{B}+\mathbf{C})-\mathbf{A} \times \mathbf{B}-\mathbf{A} \times \mathbf{C}] \\
& =\mathbf{E} \cdot \mathbf{A} \times(\mathbf{B}+\mathbf{C})-\mathbf{E} \cdot \mathbf{A} \times \mathbf{B}-\mathbf{E} \cdot \mathbf{A} \times \mathbf{C} \\
& =(\mathbf{B}+\mathbf{C}) \cdot \mathbf{E} \times \mathbf{A}-\mathbf{B} \cdot \mathbf{E} \times \mathbf{A}-\mathbf{C} \cdot \mathbf{E} \times \mathbf{A} \\
& =\mathbf{B} \cdot \mathbf{E} \times \mathbf{A}+\mathbf{C} \cdot \mathbf{E} \times \mathbf{A}-\mathbf{B} \cdot \mathbf{E} \times \mathbf{A}-\mathbf{C} \cdot \mathbf{E} \times \mathbf{A}=0
\end{aligned}
$$

This result implies that $\mathbf{D}$ is either zero or perpendicular to $\mathbf{E}$. However, since $\mathbf{E}$ is an arbitrary vector, it can be chosen such that it is not perpendicular to $\mathbf{D}$, in which case $\mathbf{D}$ has to be zero for $\mathbf{E} \cdot \mathbf{D}$ to be zero. Thus $\mathbf{D}$ is equal to zero and hence the equality $\mathbf{A} \times(\mathbf{B}+\mathbf{C})=\mathbf{A} \times \mathbf{B}+\mathbf{A} \times \mathbf{C}$ is correct.

Example 1-3. Two unit vectors $\mathbf{i}_{A}$ and $\mathbf{i}_{B}$ drawn at a point are perpendicular to each other. A vector $\mathbf{C}$ is also drawn from the same point. Express $\mathbf{C}$ in terms of its component vectors along $i_{A}$ and $i_{B}$.

From Fig. 1.11, the projection of $\mathbf{C}$ onto the line along $\mathbf{i}_{A}$ is equal to $\mathbf{C} \cos \alpha=\mathbf{C} \cdot \mathbf{i}_{A}$. Hence the component vector of $\mathbf{C}$ along $\mathbf{i}_{A}$ is $\left(\mathbf{C} \cdot \mathbf{i}_{A}\right) \mathbf{i}_{A}$. Similarly, the component vector of $\mathbf{C}$ along $\mathbf{i}_{B}$ is $\left(\mathbf{C} \cdot \mathbf{i}_{B}\right) \mathbf{i}_{B}$. Since the component vectors form two adjacent sides of a rectangle whose diagonal is $\mathbf{C}$, as in Fig. 1.11, we have

$$
\mathbf{C}=\left(\mathbf{C} \cdot \mathbf{i}_{A}\right) \mathbf{i}_{A}+\left(\mathbf{C} \cdot \mathbf{i}_{B}\right) \mathbf{i}_{B}
$$

It also follows from Fig. 1.11 that

$$
\left(\mathbf{C} \cdot \mathbf{i}_{A}\right)^{2}+\left(\mathbf{C} \cdot \mathbf{i}_{B}\right)^{2}=C^{2}
$$



Fig. 1.11. Components of a vector along mutually perpendicular unit vectors.

Likewise, if we have three mutually perpendicular unit vectors $\mathbf{i}_{A}, \mathbf{i}_{B}$, and $\mathbf{i}_{C}$ drawn from a point, then the component vectors of a vector $\mathbf{D}$ along the unit vectors are $\left(\mathbf{D} \cdot \mathbf{i}_{A}\right) \mathbf{i}_{A},\left(\mathbf{D} \cdot \mathbf{i}_{B}\right) \mathbf{i}_{B}$, and $\left(\mathbf{D} \cdot \mathbf{i}_{C}\right) \mathbf{i}_{C}$, respectively, so that

$$
\mathbf{D}=\left(\mathbf{D} \cdot \mathbf{i}_{A}\right) \mathbf{i}_{A}+\left(\mathbf{D} \cdot \mathbf{i}_{B}\right) \mathbf{i}_{B}+\left(\mathbf{D} \cdot \mathbf{i}_{C}\right) \mathbf{i}_{C}
$$

Furthermore,

$$
\left(\mathbf{D} \cdot \mathbf{i}_{A}\right)^{2}+\left(\mathbf{D} \cdot \mathbf{i}_{B}\right)^{2}+\left(\mathbf{D} \cdot \mathbf{i}_{C}\right)^{2}=D^{2}
$$

### 1.2 Coordinate Systems

In the previous section we discussed some simple rules of vector analysis without involving any coordinate system. In physical problems, we cannot simply go on describing vectors by symbols $\mathbf{A}, \mathbf{B}, \mathbf{C}$, and so on, if we wish to simplify the geometry associated with the mathematical operations using these vectors. We need to describe a vector in terms of component vectors along a set of reference directions such as east, north, and upward. Although several different coordinate systems are in existence, we will be interested only in three: (a) the cartesian, (b) the circular cylindrical or simply cylindrical, and (c) the spherical coordinate systems. Each coordinate system involves three surfaces which are mutually orthogonal. At any particular point, unit vectors can be drawn tangential to the curves of intersection of pairs of the three orthogonal surfaces. The three unit vectors drawn in this manner will be mutually perpendicular and will define the reference directions at that point. Once such reference directions are defined everywhere in space, we can represent vectors in terms of their component vectors along the reference directions and use them for performing vector operations. We will discuss each coordinate system separately and then summarize the details in the form of a table.

## a. Cartesian Coordinate System.

For the cartesian coordinate system, the three mutually orthogonal surfaces are three planes. Let us consider three orthogonal planes which
intersect at a particular point $O$ which we will call the origin, as shown in Fig. 1.12(a). The three planes also define three straight lines which are the intersections of pairs of planes. These three straight lines are mutually perpendicular and form a set of coordinate axes which are denoted $x, y$, and $z$ axes. Values of $x, y$, and $z$ are measured from the origin so that the origin is taken as the reference point. We say that the coordinates of the origin are $(0,0,0)$, that is, $x=0, y=0$, and $z=0$. Thus, if we consider the $x$ axis, values of $x$ on one side of the origin are positive and on the other side, they are negative. The direction of increasing values of $x$ is indicated by an arrowhead. We will direct a unit vector $\mathbf{i}_{x}$ drawn from the origin in the direction of increasing values of $x$. By doing the same with the $y$ and $z$ axes, we define unit vectors $i_{y}$ and $\mathbf{i}_{z}$ at $O$. Now, we note that we can choose the directions of increasing values of $x, y$, and $z$ in two ways: (a) such that $\mathbf{i}_{x} \times \mathbf{i}_{y}=\mathbf{i}_{z}$ as in Fig. 1.12(a); or (b) such that $\mathbf{i}_{y} \times \mathbf{i}_{x}=\mathbf{i}_{z}$. The first is known as a right-hand coordinate system since, if a right-hand screw is turned from the direction of increasing values of $x$ towards the direction of increasing values of $y$ through the smaller angle $90^{\circ}$, it advances in the direction of increasing values of $z$. The second choice is known as a left-hand coordinate system since it requires a left-hand screw to advance in the direction of increasing values of $z$ when turned from the direction of increasing values of $x$ towards the direction of increasing values of $y$ through the smaller angle $90^{\circ}$. By convention, the right-hand coordinate system is used.

Movement on the $y z$ plane requires no displacement along the $x$ direction; hence the value of $x$ is constant on this plane. In particular, since the value of $x$ at the origin is zero, this constant is zero. Also, the unit vector $\mathbf{i}_{x}$ is in the increasing $x$ direction and hence is normal to this plane. Similarly, for the $x z$ plane, $y=$ constant $=0$ and $\mathbf{i}_{y}$ is normal to this plane; for the $x y$ plane, $z=$ constant $=0$ and $\mathbf{i}_{z}$ is normal to this plane. Any other point in space is now defined by the intersection of three planes parallel to the three planes defining the origin. Alternatively, we can displace the three planes $x=0, y=0$, and $z=0$ along the coordinate axes (or unit vectors) perpendicular to them and obtain a new point of intersection. For example, by moving the $x=0$ plane by one unit along the $x$ axis, the $y=0$ plane by three units along the $y$ axis, and the $z=0$ plane by four units along the $z$ axis, we obtain a point of intersection whose coordinates are ( $1,3,4$ ), as shown in Fig. 1.12(b). On any plane parallel to the $x=0$ plane, the value of $x$ is constant and equal to its displacement from the $x=0$ plane; on any plane parallel to the $y=0$ plane, the value of $y$ is constant and equal to its displacement from the $y=0$ plane; and on any plane parallel to the $z=0$ plane, the value of $z$ is constant and equal to its displacement from the $z=0$ plane. Thus the point $(1,3,4)$ is the intersection of the three planes $x=1, y=3$, and $z=4$. These three planes also define three straight lines which are intersections of pairs of planes. Unit vectors $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ can be drawn along these lines of intersections. These unit vectors are parallel to the


Fig. 1. 12. Cartesian coordinate system. (a) The three orthogonal planes defining the coordinate system. (b) Unit vectors at an arbitrary point. (c) Differential volume formed by incrementing the coordinates.
corresponding unit vectors at the origin since the lines of intersection are parallel to the $x, y$, and $z$ axes. In general, an arbitrary point $(a, b, c)$ is defined by the intersection of the three planes $x=a, y=b$, and $z=c$. Unit vectors $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ are directed normal to these planes along increasing values of $x, y$, and $z$, respectively, and are parallel to the corresponding unit vectors at the origin. Thus, in the cartesian coordinate system, the directions of the unit vectors $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ are everywhere the same as their directions at the origin.

Let us now consider two points $P(x, y, z)$ and $Q(x+d x, y+d y$, $z+d z$ ), where $Q$ is obtained by incrementing infinitesimally each coordinate from its value at $P$. The three orthogonal planes intersecting at $P$ and the three orthogonal planes intersecting at $Q$ define a rectangular box of edges $d x, d y$, and $d z$ in the $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ directions, respectively, as shown in Fig. 1.12(c). The differential displacements (or length elements) along the unit vectors $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ in going from $P$ to $Q$ are therefore the same as the differential increments $d x, d y$, and $d z$ of the coordinates $x, y$, and $z$, respectively. The vector displacement $d \mathbf{l}$ from $P$ to $Q$ is given by

$$
\begin{equation*}
d \mathbf{l}=d x \mathbf{i}_{x}+d y \mathbf{i}_{y}+d z \mathbf{i}_{z} \tag{1-19a}
\end{equation*}
$$

The magnitude of this displacement is

$$
\begin{equation*}
d l=\sqrt{(d x)^{2}+(d y)^{2}+(d z)^{2}} \tag{1-19b}
\end{equation*}
$$

The three displacements $d x \mathbf{i}_{x}, d y \mathbf{i}_{y}$, and $d z \mathbf{i}_{z}$ also define three surfaces of infinitesimal areas in the three planes intersecting at $P$. To take into account the orientation of the surface area, it is convenient to represent the area by a vector quantity whose magnitude is equal to the area and whose direction is that of the normal to the area. The three infinitesimal surfaces are then $\pm d y d z \mathbf{i}_{x}, \pm d z d x \mathbf{i}_{y}$, and $\pm d x d y \mathbf{i}_{z}$, where the $\pm$ sign takes into account two possible directions of normal to the surface. The infinitesimal volume of the box is $d x d y d z$. We will use the differential length elements, surface areas, and volume introduced here in later sections.

Any arbitrary surface is defined by an equation of the type

$$
\begin{equation*}
f(x, y, z)=0 \tag{1-20}
\end{equation*}
$$

where $f$ denotes a function. Since an arbitrary curve is an intersection of two appropriate surfaces, it is defined by a pair of equations

$$
\begin{equation*}
f(x, y, z)=0 \quad \text { and } \quad g(x, y, z)=0 \tag{1-21}
\end{equation*}
$$

where $f$ and $g$ are two different functions. Alternatively, a curve may be defined by three parametric equations

$$
\begin{equation*}
x=x(t) \quad y=y(t) \quad z=z(t) \tag{1-22}
\end{equation*}
$$

where $t$ is an independent parameter.
A vector drawn from the origin to an arbitrary point $P(x, y, z)$ is called the position vector defining the point $P$. It is denoted by the symbol $\mathbf{r}$.

Thus, in the cartesian coordinate system,

$$
\begin{equation*}
\mathbf{r}=x \mathbf{i}_{x}+y \mathbf{i}_{y}+z \mathbf{i}_{z} \tag{1-23}
\end{equation*}
$$

## b. Cylindrical Coordinate System.

For the cylindrical coordinate system, the three mutually orthogonal surfaces are a cylinder and two planes, as shown in Fig. 1.13(a). One of the planes is the same as the $z=$ constant plane in the cartesian coordinate

(a)

(b)


Fig. 1.13. Cylindrical coordinate system. (a) The three orthogonal surfaces defining the coordinate system (b) Unit vectors at an arbitrary point. (c) Differential volume formed by incrementing the coordinates.
system. The second plane is orthogonal to the $z=$ constant plane and hence contains the $z$ axis. It makes an angle $\phi$ with a reference plane, conveniently chosen as the $x z$ plane of the cartesian coordinate system. This plane is therefore defined by $\phi=$ constant. The third orthogonal surface, which is cylindrical, has the $z$ axis as its axis. On such a cylindrical surface, the radial distance $r$ from the $z$ axis is a constant. Thus the three orthogonal surfaces defining the cylindrical coordinates of a point are given by $r=$ constant, $\phi=$ constant, and $z=$ constant. In particular, the origin is defined by $r=0$, $\phi=0$, and $z=0$. Note that only two of the coordinates ( $r$ and $z$ ) are distances, whereas the third coordinate $(\phi)$ is an angle. Since the radius of a cylinder cannot be negative, the coordinate $r$ varies only from 0 to $\infty$. Since one revolution of the $\phi=$ constant plane about the $z$ axis sweeps the entire space, the coordinate $\phi$ varies from 0 to $2 \pi$. The coordinate $z$ varies from $-\infty$ to $+\infty$ as in the cartesian coordinate system.

Through any arbitrary point $(a, \alpha, c)$ we can pass a cylinder $r=a$, a plane $\phi=\alpha$, and another plane $z=c$. These three orthogonal surfaces define three curves, mutually perpendicular at $(a, \alpha, c)$, two of which are straight lines and the third is a circle. We draw unit vectors $\mathbf{i}_{r}, \mathbf{i}_{\phi}$, and $\mathbf{i}_{z}$ tangential to these curves at ( $a, \alpha, c$ ) and directed toward increasing values of $r, \phi$, and $z$, respectively, as shown in Fig. 1.13(a). It follows that $\mathbf{i}_{r}$, $\mathbf{i}_{\phi}$, and $\mathbf{i}_{z}$ are mutually perpendicular and normal to the surfaces $r=a, \phi=\alpha$, and $z=c$, respectively, at the point ( $a, \alpha, c$ ). If we now consider a point ( $a, \beta, c$ ), this point is defined by the intersection of the surfaces $r=a, \phi=\beta$, and $z=c$. Three mutually perpendicular unit vectors $\mathbf{i}_{r}, \mathbf{i}_{\phi}$, and $\mathbf{i}_{z}$ can be drawn at the point ( $a, \beta, c$ ) tangential to the curves of intersection of pairs of these surfaces and in the directions of increasing $r, \phi$, and $z$, respectively, as shown in Fig. 1.13(b). However, we note that the unit vectors $\mathbf{i}_{r}$ and $\mathbf{i}_{\phi}$ at this point are not parallel to the corresponding unit vectors at the point ( $a, \alpha, c$ ). Thus, unlike the unit vectors in the cartesian coordinate system, the unit vectors $\mathbf{i}_{r}$ and $\mathbf{i}_{\phi}$ do not have the same directions at all points; that is, the directions of $\mathbf{i}_{r}$ and $\mathbf{i}_{\phi}$ are functions of the coordinates $r$ and $\phi$, whereas $\mathbf{i}_{z}$ remains uniform. We also note that a right-hand coordinate system defined by $\mathbf{i}_{r} \times \mathbf{i}_{\phi}=\mathbf{i}_{z}$ and a left-hand coordinate system defined by $\mathbf{i}_{\phi} \times \mathbf{i}_{r}=\mathbf{i}_{z}$ are possible. However, we will work with the right-hand coordinate system.

Let us now consider two points $P(r, \phi, z)$ and $Q(r+d r, \phi+d \phi, z+d z)$, where $Q$ is obtained by incrementing infinitesimally each coordinate from its value at $P$. The three orthogonal surfaces intersecting at $P$ and the three orthogonal surfaces intersecting at $Q$ define a box which can be considered as a rectangular box since $d r, d \phi$, and $d z$ are infinitesimally small. The sides of this box are made up of the differential length elements $d r, r d \phi$, and $d z$ along the $\mathbf{i}_{r}, \mathbf{i}_{\phi}$, and $\mathbf{i}_{z}$ directions, respectively, as shown in Fig. 1.13(c). Thus the differential displacements along the unit vectors $\mathbf{i}_{r}, \mathbf{i}_{\phi}$, and $\mathbf{i}_{z}$ in going from $P$ to $Q$ are $d r, r d \phi$, and $d z$, respectively. We note that the differential
displacement in the $\phi$ direction is not $d \phi$ but $r d \phi$. The vector displacement $d \mathbf{l}$ from $P$ to $Q$ is given by

$$
\begin{equation*}
d \mathbf{l}=d r \mathbf{i}_{r}+r d \phi \mathbf{i}_{\phi}+d z \mathbf{i}_{z} \tag{1-24a}
\end{equation*}
$$

The magnitude of this displacement is

$$
\begin{equation*}
d l=\sqrt{(d r)^{2}+(r d \phi)^{2}+(d z)^{2}} \tag{1-24b}
\end{equation*}
$$

The infinitesimal areas in the three surfaces intersecting at $P$ are $\pm(r d \phi)(d z) \mathbf{i}$, $\pm(d r)(d z) \mathbf{i}_{\phi}$, and $\pm(r d \phi)(d r) \mathbf{i}_{z}$. Finally, the infinitesimal volume of the box is $(d r)(r d \phi)(d z)=r d r d \phi d z$. Equations similar to (1-20), (1-21), and (1-22) define arbitrary surfaces and curves. The position vector defining an arbitrary point $P(r, \phi, z)$ is given by

$$
\begin{equation*}
\mathbf{r}=r \mathbf{i}_{r}+z \mathbf{i}_{z} \tag{1-25}
\end{equation*}
$$

## c. Spherical Coordinate System.

For the spherical coordinate system, the three mutually orthogonal surfaces are a sphere, a cone, and a plane, as shown in Fig. 1.14(a). The plane is the same as the $\phi=$ constant plane in the cylindrical coordinate system. The sphere is centered at the origin. On the surface of such a sphere, the radial distance $r$ from the origin is constant and hence the sphere is defined by $r=$ constant. The spherical coordinate $r$ should not be confused with the cylindrical coordinate $r$. When these two coordinates appear in the same expression, we will use subscripts $c$ and $s$ to distinguish between

(a)

(b)

Fig. 1.14. Spherical coordinate system. (a) The three orthogonal surfaces defining the coordinate system. (b) Differential volume formed by incrementing the coordinates.
cylindrical and spherical. The cone has its vertex at the origin and its surface is symmetrical about the $z$ axis, so that the angle $\theta$ which the conical surface makes with the $z$ axis is constant. Thus the three orthogonal surfaces defining the spherical coordinates are given by $r=$ constant, $\theta=$ constant, and $\phi=$ constant. In particular, the origin is defined by $r=0, \theta=0$, and $\phi=0$. Note that only one coordinate ( $r$ ) is distance whereas the other two ( $\theta$ and $\phi$ ) are angles. Since the radius of a sphere cannot be negative, the coordinate $r$ varies only from 0 to $\infty$. Likewise, it is sufficient if the coordinate $\theta$ is allowed to vary from 0 to $\pi$ to cover the entire space. The coordinate $\phi$ varies from 0 to $2 \pi$ as in the cylindrical coordinate system.

Through any arbitrary point $(a, \alpha, \beta)$ we can pass a sphere $r=a$, a cone $\theta=\alpha$, and a plane $\phi=\beta$. These three orthogonal surfaces define three curves, mutually perpendicular at $(a, \alpha, \beta)$. We draw unit vectors $\mathbf{i}_{r}$, $\mathbf{i}_{\theta}$, and $\mathbf{i}_{\phi}$ tangential to these curves at ( $a, \alpha, \beta$ ) and directed towards increasing values of $r, \theta$, and $\phi$, respectively, as shown in Fig. 1.14(a). It follows that $\mathbf{i}_{r}, \mathbf{i}_{\theta}$, and $\mathbf{i}_{\phi}$ are mutually perpendicular and normal to the surfaces $r=a, \theta=\alpha$, and $\phi=\beta$, respectively, at the point $(a, \alpha, \beta)$. By doing the same at another point, it may be seen that the directions of all three unit vectors $\mathbf{i}_{r}$, $\mathbf{i}_{\theta}$, and $\mathbf{i}_{\phi}$ are functions $r, \theta$, and $\phi$. We also note that a right-hand coordinate system defined by $\mathbf{i}_{r} \times \mathbf{i}_{\theta}=\mathbf{i}_{\phi}$ and a left-hand coordinate system defined by $\mathbf{i}_{\theta} \times \mathbf{i}_{r}$ $=\mathbf{i}_{\phi}$ are possible. We will, however, work with the right-hand coordinate system.

Let us now consider two points $P(r, \theta, \phi)$ and $Q(r+d r, \theta+d \theta$, $\phi+d \phi$ ), where $Q$ is obtained by incrementing infinitesimally each coordinate from its value at $P$. The three orthogonal surfaces intersecting at $P$ and the three orthogonal surfaces intersecting at $Q$ define a box which can be considered as a rectangular box since $d r, d \theta$, and $d \phi$ are infinitesimally small. The sides of this box are made up of the differential length elements $d r, r d \theta$, and $r \sin \theta d \phi$ along the $\mathbf{i}_{r}, \mathbf{i}_{\theta}$, and $\mathbf{i}_{\phi}$ directions, respectively. Thus the differential displacements along the unit vectors $\mathbf{i}_{r}, \mathbf{i}_{\theta}$, and $\mathbf{i}_{\phi}$ in going from $P$ to $Q$ are $d r, r d \theta$, and $r \sin \theta d \phi$, respectively, as shown in Fig. 1.14(b). We note that the differential displacements in the $\theta$ and $\phi$ directions are $r d \theta$ and $r \sin \theta d \phi$ and not $d \theta$ and $d \phi$. The vector displacement $d \mathbf{l}$ from $P$ to $Q$ is given by

$$
\begin{equation*}
d \mathbf{l}=d r \mathbf{i}_{r}+r d \theta \mathbf{i}_{\theta}+r \sin \theta d \phi \mathbf{i}_{\phi} \tag{1-26a}
\end{equation*}
$$

The magnitude of this displacement is

$$
\begin{equation*}
d l=\sqrt{(d r)^{2}+(r d \theta)^{2}+(r \sin \theta d \phi)^{2}} \tag{1-26b}
\end{equation*}
$$

The infinitesimal areas in the three surfaces intersecting at $P$ are $\pm(r d \theta)(r \sin \theta d \phi) \mathbf{i}_{r}, \pm(d r)(r \sin \theta d \phi) \mathbf{i}_{\theta}$, and $\pm(d r)(r d \theta) \mathbf{i}_{\phi}$. Finally, the infinitesimal volume of the box is $(d r)(r d \theta)(r \sin \theta d \phi)=r^{2} \sin \theta d r d \theta d \phi$. Equations similar to (1-20), (1-21), and (1-22) define arbitrary surfaces and curves. The position vector defining an arbitrary point $P(r, \theta, \phi)$ is given by

$$
\begin{equation*}
\mathbf{r}=r \mathbf{i}_{r} \tag{7}
\end{equation*}
$$

The various details discussed thus far in this section are summarized in Table 1.1.

TABLE 1.1. Summary of Details Pertinent to the Cartesian, Cylindrical, and Spherical Coordinate Systems

|  | Cartesian | Cylindrical | Spherical |
| :--- | :--- | :--- | :--- |
| Orthogonal <br> Surfaces | three planes | a cylinder and | a sphere, |
|  |  | two planes | a cone, |
| Geometry | Fig. 1.12 | Fig. 1.13 | and a plane |
| Coordinates | $x, y, z$ | $r, \phi, z$ | Fig. 1.14 |
| Unit Vectors | $\mathbf{i}_{x}, \mathbf{i}_{y}, \mathbf{i}_{z}$ | $r, \theta, \phi$ |  |
| Limits of | $-\infty<x<\infty$ | $0<r<\infty$ | $\mathbf{i}_{r}, \mathbf{i}_{\phi}, \mathbf{i}_{z}$ |
| Coordinates | $-\infty<y<\infty$ | $0<\phi<2 \pi$ | $0<r<\infty$ |
|  | $-\infty<z<\infty$ | $-\infty<z<\infty$ | $0<\theta<\pi$ |
| Differential | $d x \mathbf{i}_{x}, d y \mathbf{i}_{y}, d z \mathbf{i}_{z}$ | $d r \mathbf{i}_{r}, r d \phi \mathbf{i}_{\phi}, d z \mathbf{i}_{z}$ | $d r \mathbf{i}_{r}, r d \theta \mathbf{i}_{\theta}$, |
| Length Elements |  |  | $r \sin \theta d \phi \mathbf{i}_{\phi}$ |
| Differential | $d x d y \mathbf{i}_{z}$ | $r d r d \phi \mathbf{i}_{z}$ | $r d r d \theta \mathbf{i}_{\phi}$ |
| Areas | $d y d z \mathbf{i}_{x}$ | $r d \phi d z \mathbf{i}_{r}$ | $r^{2} \sin \theta d \theta d \phi \mathbf{i}_{r}$ |
|  | $d z d x \mathbf{i}_{y}$ | $d r d z \mathbf{i}_{\phi}$ | $r \sin \theta d r d \phi \mathbf{i}_{\theta}$ |
| Differential | $d x d y d z$ | $r d r d \phi d z$ | $r^{2} \sin \theta d r d \theta d \phi$ |
| Volume |  |  |  |
|  |  |  |  |

Since any particular point in space can be defined by its coordinates in any one of the three coordinate systems, it is possible to derive relationships between the different sets of coordinates from simple considerations of geometry.

Example 1-4. Express the cylindrical coordinates of a point in terms of its spherical coordinates.

From the construction of Fig. 1.15, the distance of point $P\left(r_{s}, \theta, \phi\right)$ from the $z$ axis is $r_{s} \sin \theta$. This is the radius of the cylinder passing through $P$ and having the $z$ axis as its axis. The height of point $P$ above the $x y$ plane is $r_{s} \cos \theta$. This is the value of $z$ on the constant $z$ plane passing through $P$. Thus the cylindrical coordinates ( $r_{c}, \phi, z$ ) of point $P$ are

$$
\begin{aligned}
r_{c} & =r_{s} \sin \theta \\
\phi & =\phi \\
z & =r_{s} \cos \theta
\end{aligned}
$$

The various relationships between the different sets of coordinates obtained in this manner are summarized in Table 1.2.


Fig. 1. 15. Conversion from spherical coordinates to cylindrical coordinates.

TABLE 1.2. Relationships Between Different Sets of Coordinates

|  | Cartesian $x, y, z$ | Cylindrical $r, \phi, z$ | Spherical $r, \theta, \phi$ |
| :---: | :---: | :---: | :---: |
| Cartesian $x, y, z$ |  | $\begin{aligned} & x=r \cos \phi \\ & y=r \sin \phi \\ & z=z \end{aligned}$ | $x=r \sin \theta \cos \phi$ <br> $y=r \sin \theta \sin \phi$ <br> $z=r \cos \theta$ |
| Cylindrical $r, \phi, z$ | $\begin{aligned} & r=\sqrt{x^{2}+y^{2}} \\ & \phi=\tan ^{-1} \frac{y}{x} \\ & z=z \end{aligned}$ |  | $\begin{aligned} & r_{c}=r_{s} \sin \theta \\ & \phi=\phi \\ & z=r_{s} \cos \theta \end{aligned}$ |
| Spherical $r, \theta, \phi$ | $\begin{aligned} r & =\sqrt{x^{2}+y^{2}+z^{2}} \\ \theta & =\tan ^{-1} \frac{\sqrt{x^{2}+y^{2}}}{z} \\ \phi & =\tan ^{-1} \frac{y}{x} \end{aligned}$ | $\begin{aligned} & r_{s}=\sqrt{r_{c}^{2}+z^{2}} \\ & \theta=\tan ^{-1} \frac{r_{c}}{z} \\ & \phi=\phi \end{aligned}$ |  |

### 1.3 Components of Vectors

Once we set up a coordinate system and define unit vectors pertinent to that coordinate system, we can express vectors at any point in terms of their components along the unit vectors at that point and perform vector operations using the components. Let $\mathbf{i}_{1}, \mathbf{i}_{2}, \mathbf{i}_{3}$ be a set of mutually perpendicular vectors at a point $P$ such that $\mathbf{i}_{1} \times \mathbf{i}_{2}=\mathbf{i}_{3}$, so that they can represent any one of the sets of unit vectors $\left(\mathbf{i}_{x}, \mathbf{i}_{y}, \mathbf{i}_{z}\right),\left(\mathbf{i}_{r}, \mathbf{i}_{\phi}, \mathbf{i}_{z}\right)$, and $\left(\mathbf{i}_{r}, \mathbf{i}_{\theta}, \mathbf{i}_{\phi}\right)$ in the three different coordinate systems. Let $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ be three vectors at the point
$P$. Then we have, from Example 1-3,

$$
\begin{align*}
\mathbf{A} & =\left(\mathbf{A} \cdot \mathbf{i}_{1}\right) \mathbf{i}_{1}+\left(\mathbf{A} \cdot \mathbf{i}_{2}\right) \mathbf{i}_{2}+\left(\mathbf{A} \cdot \mathbf{i}_{3}\right) \mathbf{i}_{3}  \tag{1-28}\\
& =A_{1} \mathbf{i}_{1}+A_{2} \mathbf{i}_{2}+A_{3} \mathbf{i}_{3}
\end{align*}
$$

where $A_{1}, A_{2}$, and $A_{3}$ are equal to $\left(\mathbf{A} \cdot \mathbf{i}_{1}\right),\left(\mathbf{A} \cdot \mathbf{i}_{2}\right)$, and $\left(\mathbf{A} \cdot \mathbf{i}_{3}\right)$, respectively; that is, $A_{1}, A_{2}$, and $A_{3}$ are the components of $\mathbf{A}$ along $\mathbf{i}_{1}, \mathbf{i}_{2}$, and $\mathbf{i}_{3}$, respectively. Similarly,

$$
\begin{align*}
& \mathbf{B}=B_{1} \mathbf{i}_{1}+B_{2} \mathbf{i}_{2}+B_{3} \mathbf{i}_{3}  \tag{1-29a}\\
& \mathbf{C}=C_{1} \mathbf{i}_{1}+C_{2} \mathbf{i}_{2}+C_{3} \mathbf{i}_{3} \tag{1-29b}
\end{align*}
$$

Now, we can perform the vector operations discussed in Section 1.1 as follows:
(a) Equality of vectors: Two vectors $\mathbf{A}$ and $\mathbf{B}$ are equal if and only if their respective components are equal; that is,

$$
\begin{equation*}
B_{i}=A_{i}, \quad i=1,2,3 \tag{1-30}
\end{equation*}
$$

(b) Magnitude of a vector:

$$
\begin{equation*}
|\mathbf{A}|=A=\sqrt{A_{1}^{2}+A_{2}^{2}+A_{3}^{2}} \tag{1-31}
\end{equation*}
$$

(c) Addition and subtraction of vectors:

$$
\begin{align*}
& \mathbf{A}+\mathbf{B}=\left(A_{1}+B_{1}\right) \mathbf{i}_{1}+\left(A_{2}+B_{2}\right) \mathbf{i}_{2}+\left(A_{3}+B_{3}\right) \mathbf{i}_{3}  \tag{1-32a}\\
& \mathbf{B}-\mathbf{C}=\left(B_{1}-C_{1}\right) \mathbf{i}_{1}+\left(B_{2}-C_{2}\right) \mathbf{i}_{2}+\left(B_{3}-C_{3}\right) \mathbf{i}_{3} \tag{1-32b}
\end{align*}
$$

(d) Multiplication and division by a scalar:

$$
\begin{align*}
m(\mathbf{A}) & =m A_{1} \mathbf{i}_{1}+m A_{2} \mathbf{i}_{2}+m A_{3} \mathbf{i}_{3}  \tag{1-33a}\\
\frac{1}{m}(\mathbf{B}) & =\frac{\boldsymbol{B}_{1}}{m} \mathbf{i}_{1}+\frac{\boldsymbol{B}_{2}}{m} \mathbf{i}_{2}+\frac{\boldsymbol{B}_{3}}{m} \mathbf{i}_{3} \tag{1-33b}
\end{align*}
$$

(e) Unit vector: The unit vector along the direction of a vector $\mathbf{A}$ is given by

$$
\begin{equation*}
\mathbf{i}_{A}=\frac{A_{1} \mathbf{i}_{1}+A_{2} \mathbf{i}_{2}+A_{3} \mathbf{i}_{3}}{\sqrt{A_{1}^{2}+A_{2}^{2}+A_{3}^{2}}} \tag{1-34}
\end{equation*}
$$

(f) Scalar or dot product of two vectors:

$$
\begin{align*}
\mathbf{A} \cdot \mathbf{B} & =\left(A_{1} \mathbf{i}_{1}+A_{2} \mathbf{i}_{2}+A_{3} \mathbf{i}_{3}\right) \cdot\left(B_{1} \mathbf{i}_{1}+B_{2} \mathbf{i}_{2}+B_{3} \mathbf{i}_{3}\right) \\
& =A_{1} B_{1}+A_{2} B_{2}+A_{3} B_{3} \tag{1-35}
\end{align*}
$$

(g) Vector or cross product of two vectors:

$$
\begin{align*}
\mathbf{A} \times \mathbf{B} & =\left(A_{1} \mathbf{i}_{1}+A_{2} \mathbf{i}_{2}+A_{3} \mathbf{i}_{3}\right) \times\left(B_{1} \mathbf{i}_{1}+B_{2} \mathbf{i}_{2}+B_{3} \mathbf{i}_{3}\right) \\
& =A_{1} B_{2} \mathbf{i}_{3}-A_{1} B_{3} \mathbf{i}_{2}-A_{2} B_{1} \mathbf{i}_{3}+A_{2} B_{3} \mathbf{i}_{1}+A_{3} B_{1} \mathbf{i}_{2}-A_{3} B_{2} \mathbf{i}_{1} \\
& =\left(A_{2} B_{3}-A_{3} B_{2}\right) \mathbf{i}_{1}+\left(A_{3} B_{1}-A_{1} B_{3}\right) \mathbf{i}_{2}+\left(A_{1} B_{2}-A_{2} B_{1}\right) \mathbf{i}_{3}  \tag{1-36}\\
& =\left|\begin{array}{lll}
\mathbf{i}_{1} & \mathbf{i}_{2} & \mathbf{i}_{3} \\
A_{1} & A_{2} & A_{3} \\
B_{1} & B_{2} & B_{3}
\end{array}\right|
\end{align*}
$$

(h) Scalar triple product:

$$
\begin{align*}
\mathbf{A} \cdot \mathbf{B} \times \mathbf{C} & =\left(A_{1} \mathbf{i}_{1}+A_{2} \mathbf{i}_{2}+A_{3} \mathbf{i}_{3}\right) \cdot\left|\begin{array}{lll}
\mathbf{i}_{1} & \mathbf{i}_{2} & \mathbf{i}_{3} \\
B_{1} & B_{2} & B_{3} \\
C_{1} & C_{2} & C_{3}
\end{array}\right|  \tag{1-37}\\
& =\left|\begin{array}{lll}
A_{1} & A_{2} & A_{3} \\
B_{1} & B_{2} & B_{3} \\
C_{1} & C_{2} & C_{3}
\end{array}\right|
\end{align*}
$$

Example 1-5. Find the dot and cross products of the unit vector $\mathbf{i}_{r c}$ at the point $P\left(r_{c}, \phi_{c}, z\right)$ and the unit vector $\mathbf{i}_{\theta}$ at the point $Q\left(r_{s}, \theta, \phi_{s}\right)$.

Since the unit vectors $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ are uniform everywhere, we express $\mathbf{i}_{r c}$ at $P$ and $\mathbf{i}_{\theta}$ at $Q$ in terms of their components along $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ and then perform the dot- and cross-product operations.

From the construction of Fig. 1.16 we have

$$
\begin{aligned}
\mathbf{i}_{r c} & =\cos \phi_{c} \mathbf{i}_{x}+\sin \phi_{c} \mathbf{i}_{y} \\
\mathbf{i}_{\theta} & =\cos \theta \cos \phi_{s} \mathbf{i}_{x}+\cos \theta \sin \phi_{s} \mathbf{i}_{y}-\sin \theta \mathbf{i}_{z}
\end{aligned}
$$

Using (1-35) and (1-36) and simplifying, we then obtain

$$
\begin{aligned}
& \mathbf{i}_{r c} \cdot \mathbf{i}_{\theta}=\cos \theta \cos \left(\phi_{s}-\phi_{c}\right) \\
& \mathbf{i}_{r c} \times \mathbf{i}_{\theta}=\sin \theta \mathbf{i}_{\phi c}+\cos \theta \sin \left(\phi_{s}-\phi_{c}\right) \mathbf{i}_{z}
\end{aligned}
$$



Fig. 1. 16. To find the dot product of $\mathbf{i}_{r c}$ at $P\left(r_{c}, \phi_{c}, z\right)$ and $\mathbf{i}_{\theta}$ at $Q\left(r_{s}, \theta, \phi_{s}\right)$.

If $P$ and $Q$ are the same points $(r, \theta, \phi)$, then these results reduce to

$$
\begin{aligned}
\mathbf{i}_{r c} \cdot \mathbf{i}_{\theta} & =\cos \theta \\
\mathbf{i}_{r c} \times \mathbf{i}_{\theta} & =\sin \theta \mathbf{i}_{\phi}
\end{aligned}
$$

Dot products and cross products between different unit vectors at the same point $(r, \theta, \phi)$ are listed in Tables 1.3 and 1.4, respectively.

TABLE 1.3. Dot Products of Unit Vectors at a Point $(r, \theta, \phi)$

|  | $\mathbf{i}_{x}$ | $\mathbf{i}_{y}$ | $\mathbf{i}_{z}$ | $\mathbf{i}_{r c}$ | $\mathbf{i}_{\phi}$ | $\mathbf{i}_{r s}$ | $\mathbf{i}_{\theta}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{i}_{x} \cdot$ | 1 | 0 | 0 | $\cos \phi$ | $-\sin \phi$ | $\sin \theta \cos \phi$ | $\cos \theta \cos \phi$ |
| $\mathbf{i}_{\boldsymbol{y}} \cdot$ |  | 1 | 0 | $\sin \phi$ | $\cos \phi$ | $\sin \theta \sin \phi$ | $\cos \theta \sin \phi$ |
| $\mathbf{i}_{z} \cdot$ |  |  | 1 | 0 | 0 | $\cos \theta$ | $-\sin \theta$ |
| $\mathbf{i}_{r c} \cdot$ |  |  |  | 1 | 0 | $\sin \theta$ | $\cos \theta$ |
| $\mathbf{i}_{\phi} \cdot$ |  |  |  |  | 1 | 0 | 0 |
| $\mathbf{i}_{r s} \cdot$ |  |  |  |  |  | 1 | 0 |
| $\mathbf{i}_{\theta} \cdot$ |  |  |  |  |  |  | 1 |

Table 1.4. Cross Products of Unit Vectors at a Point $(r, \theta, \phi)$

|  | $\mathbf{i}_{x}$ | $\mathbf{i}_{y}$ | $\mathbf{i}_{z}$ | $\mathbf{i}_{r c}$ | $\mathbf{i}_{\phi}$ | $\mathbf{i}_{r s}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{i}_{x} \times$ | 0 | $\mathbf{i}_{z}$ | $-\mathbf{i}_{y}$ | $\sin \phi \mathbf{i}_{z}$ | $\cos \phi \mathbf{i}_{z}$ | $\sin \theta \sin \phi \mathbf{i}_{z}-\cos \theta \mathbf{i}_{y}$ |
| $\mathbf{i}_{y} \times$ |  | 0 | $\mathbf{i}_{x}$ | $-\cos \theta \cos \phi \mathbf{i}_{z}$ | $\sin \phi \mathbf{i}_{z}$ | $-\sin \theta \cos \phi \mathbf{i}_{z}+\sin \theta \mathbf{i}_{y}+\cos \theta \mathbf{i}_{x}$ |
| $\mathbf{i}_{z} \times$ | $-\cos \theta \cos \phi \mathbf{i}_{z}-\sin \theta \mathbf{i}_{z}$ |  |  |  |  |  |
| $\mathbf{i}_{z} \times$ |  | 0 | $\mathbf{i}_{\phi}$ | $-\mathbf{i}_{r c}$ | $\sin \theta \mathbf{i}_{\phi}$ | $\cos \theta \mathbf{i}_{\phi}$ |
| $\mathbf{i}_{r c} \times$ |  |  | 0 | $\mathbf{i}_{z}$ | $-\cos \theta \mathbf{i}_{\phi}$ | $\sin \theta \mathbf{i}_{\phi}$ |
| $\mathbf{i}_{\phi} \times$ |  |  |  | 0 | $-\sin \theta \mathbf{i}_{z}+\cos \theta \mathbf{i}_{r c}$ | $-\cos \theta \mathbf{i}_{z}-\sin \theta \mathbf{i}_{r c}$ |
| $\mathbf{i}_{r s} \times$ |  |  |  |  | 0 | 0 |
| $\mathbf{i}_{\theta} \times$ |  |  |  |  |  | 0 |

Since any vector drawn at a point can be expressed in terms of its components along any one of the three sets of unit vectors, it is possible to derive relationships between the components of a vector in one coordinate system and the components of the same vector in another coordinate system.

Example 1-6. Express the component $A_{\theta}$ of a vector $\mathbf{A}$ in terms of its components $A_{x}, A_{y}$, and $A_{z}$.

$$
A_{\theta}=\mathbf{A} \cdot \mathbf{i}_{\theta}
$$

$$
=\left(A_{x} \mathbf{i}_{x}+A_{y} \mathbf{i}_{y}+A_{z} \mathbf{i}_{z}\right) \cdot\left(\cos \theta \cos \phi \mathbf{i}_{x}+\cos \theta \sin \phi \mathbf{i}_{y}-\sin \theta \mathbf{i}_{z}\right)
$$

$$
=A_{x} \cos \theta \cos \phi+A_{y} \cos \theta \sin \phi-A_{z} \sin \theta
$$

The various relationships derived in this manner between different components of a vector are summarized in Table 1.5.

Example 1-7. Show that $(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}=(\mathbf{A} \cdot \mathbf{C}) \mathbf{B}-(\mathbf{B} \cdot \mathbf{C}) \mathbf{A}$.
First, we note that the vector $\mathbf{A} \times \mathbf{B}$ is perpendicular to both vectors $\mathbf{A}$ and $\mathbf{B}$ and hence is normal to the plane containing $\mathbf{A}$ and $\mathbf{B}$. But the vector
TABLE 1.5. Relationships Between Components of a Vector in Different Coordinate Systems

| Cartesian <br> $A_{x}, A_{y}, A_{z}$ | Cylindrical <br> $A_{r}, A_{\phi}, A_{z}$ | Spherical <br> $A_{r}, A_{\theta}, A_{\phi}$ |
| :--- | :--- | :--- |
| Cartesian |  | $A_{x}=\frac{A_{r} x-A_{\phi} y}{\sqrt{x^{2}+y^{2}}}$ |$A_{x}=\frac{A_{r} x \sqrt{x^{2}+y^{2}}+A_{\theta} x z-A_{\phi} y \sqrt{x^{2}+y^{2}+z^{2}}}{\sqrt{\left(x^{2}+y^{2}\right)\left(x^{2}+y^{2}+z^{2}\right)}}$

$(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}$ is perpendicular to the vector $(\mathbf{A} \times \mathbf{B})$ as well as to the vector $\mathbf{C}$. Hence $(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}$ lies in the plane containing $\mathbf{A}$ and $\mathbf{B}$. In view of this, $(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}$ can be written as a superposition of two vectors proportional to $\mathbf{A}$ and $\mathbf{B}$; that is,

$$
(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}=m \mathbf{A}+n \mathbf{B}
$$

To find $m$ and $n$, we expand $(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}$. Thus

$$
\left.\begin{aligned}
(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}= & \left\lvert\, \begin{array}{c}
\mathbf{i}_{1} \\
\left(A_{2} B_{3}-A_{3} B_{2}\right)\left(A_{3} B_{1}-A_{1} B_{3}\right)\left(A_{1} B_{2}-A_{2} B_{1}\right) \\
C_{1}
\end{array} \quad C_{2}\right. \\
= & \left(A_{2} C_{2} B_{1}+A_{3} C_{3} B_{1}-B_{2} C_{2} A_{1}-B_{3} C_{3} A_{1}\right) \mathbf{i}_{1}
\end{aligned} \right\rvert\,
$$

Similarly, it can be shown that

$$
\mathbf{A} \times(\mathbf{B} \times \mathbf{C})=(\mathbf{A} \cdot \mathbf{C}) \mathbf{B}-(\mathbf{A} \cdot \mathbf{B}) \mathbf{C}
$$

Example 1-8. Given

$$
\begin{aligned}
\mathbf{A} & =2 \mathbf{i}_{x}-\mathbf{i}_{z} \\
\mathbf{B} & =2 \mathbf{i}_{x}-\mathbf{i}_{y}+2 \mathbf{i}_{z} \\
\mathbf{C} & =2 \mathbf{i}_{x}-3 \mathbf{i}_{y}+\mathbf{i}_{z}
\end{aligned}
$$

We wish to perform several operations with these vectors as follows:
(a) $\mathbf{A}+\mathbf{B}=\left(2 \mathbf{i}_{x}-\mathbf{i}_{z}\right)+\left(2 \mathbf{i}_{x}-\mathbf{i}_{y}+2 \mathbf{i}_{z}\right)=4 \mathbf{i}_{x}-\mathbf{i}_{y}+\mathbf{i}_{z}$
(b) $\mathbf{B}-\mathbf{C}=\left(2 \mathbf{i}_{x}-\mathbf{i}_{y}+2 \mathbf{i}_{z}\right)-\left(2 \mathbf{i}_{x}-3 \mathbf{i}_{y}+\mathbf{i}_{z}\right)=2 \mathbf{i}_{y}+\mathbf{i}_{z}$
(c) $\mathbf{A}+\mathbf{B}-\mathbf{C}=\mathbf{A}+(\mathbf{B}-\mathbf{C})=\left(2 \mathbf{i}_{x}-\mathbf{i}_{z}\right)+\left(2 \mathbf{i}_{y}+\mathbf{i}_{z}\right)=2 \mathbf{i}_{x}+2 \mathbf{i}_{y}$
(d) $|\mathbf{B}|=\sqrt{2^{2}+(-1)^{2}+2^{2}}=3$
(e) $\mathbf{i}_{\mathbf{B}}=\frac{\mathbf{B}}{|\mathbf{B}|}=\frac{2 \mathbf{i}_{x}-\mathbf{i}_{y}+2 \mathbf{i}_{z}}{3}=\frac{2}{3} \mathbf{i}_{x}-\frac{1}{3} \mathbf{i}_{y}+\frac{2}{3} \mathbf{i}_{z}$
(f) $\mathbf{A} \cdot \mathbf{B}=\left(2 \mathbf{i}_{x}-\mathbf{i}_{z}\right) \cdot\left(2 \mathbf{i}_{x}-\mathbf{i}_{y}+2 \mathbf{i}_{z}\right)=4+0-2=2$
(g) Cosine of the angle between $\mathbf{A}$ and $\mathbf{B}=\frac{\mathbf{A} \cdot \mathbf{B}}{|\mathbf{A}||\mathbf{B}|}=\frac{2}{3 \sqrt{5}}$
(h) $\mathbf{B} \times \mathbf{C}=\left|\begin{array}{ccc}\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} \\ 2 & -1 & 2 \\ 2 & -3 & 1\end{array}\right|=5 \mathbf{i}_{x}+2 \mathbf{i}_{y}-4 \mathbf{i}_{z}$
(i) Sine of the angle between $\mathbf{B}$ and $\mathbf{C}=\frac{|\mathbf{B} \times \mathbf{C}|}{|\mathbf{B}||\mathbf{C}|}=\frac{\sqrt{45}}{3 \sqrt{14}}=\sqrt{\frac{5}{14}}$
(j) $\mathbf{B} \cdot \mathbf{C} \times \mathbf{A}=\left|\begin{array}{ccc}2 & -1 & 2 \\ 2 & -3 & 1 \\ 2 & 0 & -1\end{array}\right|=14$
(k) $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})=\left|\begin{array}{llc}\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} \\ 2 & 0 & -1 \\ 5 & 2 & -4\end{array}\right|=2 \mathbf{i}_{x}+3 \mathbf{i}_{y}+4 \mathbf{i}_{z}$
(1) Components of $\mathbf{B}$ in spherical coordinates at (1, $\pi / 2, \pi)$

$$
\begin{aligned}
B_{r} & =B_{x} \sin \theta \cos \phi+B_{y} \sin \theta \sin \phi+B_{z} \cos \theta \\
& =2 \sin \frac{\pi}{2} \cos \pi-1 \sin \frac{\pi}{2} \sin \pi+2 \cos \frac{\pi}{2}=-2 \\
B_{\theta} & =B_{x} \cos \theta \cos \phi+B_{y} \cos \theta \sin \phi-B_{z} \sin \theta \\
& =2 \cos \frac{\pi}{2} \cos \pi-1 \cos \frac{\pi}{2} \cos \pi-2 \sin \frac{\pi}{2}=-2 \\
B_{\phi} & =-B_{x} \sin \phi+B_{y} \cos \phi=-2 \sin \pi-1 \cos \pi=1
\end{aligned}
$$

(m) By using a vector product, find any vector perpendicular to $\mathbf{B}$. We can consider the unit vector $\mathbf{i}_{x}$ for simplicity. Then

$$
\mathbf{D}=\mathbf{B} \times \mathbf{i}_{x}=\left|\begin{array}{ccc}
\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} \\
2 & -1 & 2 \\
1 & 0 & 0
\end{array}\right|=2 \mathbf{i}_{y}+\mathbf{i}_{z}
$$

We can verify that $\mathbf{D}$ is indeed perpendicular to $\mathbf{B}$ by showing that

$$
\mathbf{B} \cdot \mathbf{D}=\left(2 \mathbf{i}_{x}-\mathbf{i}_{y}+2 \mathbf{i}_{z}\right) \cdot\left(2 \mathbf{i}_{y}+\mathbf{i}_{z}\right)=0-2+2=0
$$

### 1.4 Scalar and Vector Fields

A mathematical function or a graphical sketch constructed so as to describe the variation of a quantity in a given region is said to represent the "field" of that quantity associated with that region. We distinguish between scalar and vector fields, depending upon whether the quantity of interest is a scalar or a vector. We will first discuss scalar fields or functions. A simple example of scalar function is one by means of which we attempt to describe how the depth $d$ of water in a lake varies from point to point on the lake surface. Assuming the lake surface to be plane, we first set up a two-dimensional coordinate system to define each and every point on the surface by a set of
coordinates $(x, y)$ with respect to a chosen origin. To each set of coordinates $(x, y)$ we assign a number for $d$, which represents the depth of water beneath the point defined by that set of coordinates. The coordinates $(x, y)$ are the independent variables and the depth $d$ is the dependent variable. The function $d(x, y)$ represents the depth field associated with points on the surface of the lake.

If we join points in the $x y$ plane for which the depth is equal to a particular constant, we obtain a curve known as a constant-depth contour. Similarly, by joining the points which have associated with them the same depth value but different from the previous constant, we obtain a different constant-depth contour. In this manner we can draw several constant-depth contours with convenient increments ranging from zero depth to the greatest depth, as shown in Fig. 1.17. The constant-depth contours provide a graphical representation of the depth field $d(x, y)$.


Fig. 1.17. Sketch of a two-dimensional scalar field $d(x, y)$ showing contours of constant values of $d$.

To add one more dimension to the scalar field, let us consider the temperature field associated with points inside a room. We can set up a coordinate system to define the location of each and every point inside the room with respect to a chosen origin. However, we will need all three coordinates ( $x, y, z$ ) in this case instead of just two coordinates as in the previous example. To each set of coordinates ( $x, y, z$ ) we assign a number which represents the temperature $T$ at the point defined by that set of $(x, y, z)$. The coordinates $(x, y, z)$ are the independent variables and the temperature $T$ is the dependent variable. The function $T(x, y, z)$ represents the temperature field. If we join points in the coordinate system for which the temperature is equal to a particular constant, we obtain a surface which is known as a constanttemperature or isothermal surface. Similarly, by joining the points which have associated with them the same temperature value but different from the
previous constant, we obtain a different isothermal surface. In this manner we describe the temperature field in the room by a set of isothermal surfaces.

The addition of time $t$ as an independent variable introduces one more dimension to the problem. The temperature at each and every point in the room varies with time in general so that the discussion in the preceding paragraph is valid only for fixed times or for the special case in which the temperature does not vary with time. In the latter case the temperature field in the room is said to be "static." In the general case, however, the temperature distributions measured throughout the room at two times $t_{1}$ and $t_{2}$ can be different so that the shapes of the isothermal surfaces representing the same constant temperatures at the two times can be different. Mathematically, we need two different functions of $(x, y, z)$ to describe the temperature fields at these two times. To generalize this statement, since $t$ is a continuous independent variable, $T$ is a function of four independent variables $x, y, z$, and $t$. Thus we describe the time-varying temperature field in the room by a function $T(x, y, z, t)$.

The same concepts can be used to describe vector fields. However, in the case of vector quantities, we need to describe not only how the magnitude of the vector varies as a function of the independent variables but also how the direction of the vector varies. Hence, if we wish to describe the variation of a vector as a function of position in three-dimensional space and also of time, we associate a set of two numbers to each possible combination ( $x, y, z, t$ ) or ( $r, \phi, z, t$ ) or ( $r, \theta, \phi, t$ ), depending upon the coordinate system used, where one of the two numbers represents the magnitude and the other, the direction of the vector. More conveniently, since the variation of the unit vectors in each coordinate system is completely known (the unit vectors are independent of time), it is sufficient if we describe how each component of the vector of interest varies with $(x, y, z, t)$ or $(r, \phi, z, t)$ or $(r, \theta, \phi, t)$. Thus we have reduced the problem of describing a vector field to one of describing the component scalar fields. Mathematically, we write

$$
\begin{align*}
& \mathbf{F}(x, y, z, t)=F_{x}(x, y, z, t) \mathbf{i}_{x}+F_{y}(x, y, z, t) \mathbf{i}_{y}+F_{z}(x, y, z, t) \mathbf{i}_{z}  \tag{1-38}\\
& \mathbf{F}(r, \phi, z, t)=F_{r}(r, \phi, z, t) \mathbf{i}_{r}+F_{\phi}(r, \phi, z, t) \mathbf{i}_{\phi}+F_{z}(r, \phi, z, t) \mathbf{i}_{z}  \tag{1-39}\\
& \mathbf{F}(r, \theta, \phi, t)=F_{r}(r, \theta, \phi, t) \mathbf{i}_{r}+F_{\theta}(r, \theta, \phi, t) \mathbf{i}_{\theta}+F_{\phi}(r, \theta, \phi, t) \mathbf{i}_{\phi} \tag{1-40}
\end{align*}
$$

where $\mathbf{F}$ is the vector of interest and remembering that the unit vectors $\mathbf{i}_{r}$ and $\mathbf{i}_{\phi}$ in cylindrical coordinates and $\mathbf{i}_{r}, \mathbf{i}_{\theta}$, and $\mathbf{i}_{\phi}$ in spherical coordinates are themselves known functions of the coordinates.

Example 1-9. Consider a circular disk of radius $a$ rotating with a constant angular velocity $\omega$ about an axis passing normally through its center. It is desired to describe the linear velocity vector field associated with the points on the disk.

We can choose the center of the disk as the origin and set up a two-
dimensional coordinate system. We have a choice of the coordinates $(x, y)$ or the coordinates $(r, \phi)$. Since the linear velocity of a point is equal to the product of the angular velocity and the distance from the axis about which the disk rotates, we note that points equidistant from the center have the same magnitude of velocity. Also, the velocity is directed everywhere in the angular direction. This suggests the use of $(r, \phi)$ coordinate system. Then, at a point $(r, \phi)$ the velocity magnitude is $r \omega$ and its direction is $\mathbf{i}_{\phi}$, as shown in Fig. 1.18 (a). Thus the expression for the linear velocity vector field is given as


Fig. 1.18. (a) Rotating disk. (b) Field of the linear velocity vector associated with the points on the rotating disk. (c) Same as (b) with the arrows omitted and the density of direction lines used to indicate the magnitude variation.

$$
\begin{equation*}
\mathbf{v}(r, \phi)=v_{r}(r, \phi) \mathbf{i}_{r}+v_{\phi}(r, \phi) \mathbf{i}_{\phi}=r \omega \mathbf{i}_{\phi} \quad \text { for } r<a \tag{1-41}
\end{equation*}
$$

The constant-magnitude contours are circles centered at the origin and having radii proportional to the magnitudes. The velocity direction is everywhere tangential to these circles. One way of pictorially representing the vector field is by drawing at several points vectors whose lengths are equal to the radii of the circles passing through those points and hence proportional to the velocity magnitudes at those points and whose directions are everywhere along $\mathbf{i}_{\phi}$, as shown in Fig. 1.18(b). For this field, these vectors are everywhere tangential to the constant-magnitude contours (circles) passing through those points; that is, the constant-magnitude contours are also the
curves along which points on the disk move as the disk rotates. Such curves are known as direction lines since they indicate the direction of the vector field. The constant-magnitude contours and direction lines are not the same curves for a general vector field. The pictorial representation of Fig. 1.18(b) can be simplified by omitting the vectors and simply placing arrowheads along the circles, that is, the direction lines, as shown in Fig. 1.18(c). Also, by decreasing the spacing between the direction lines as $r$ increases, the density of direction lines is used to indicate the magnitude variation. This is the common procedure adapted for graphically depicting a vector field. In Chapter 2 we will discuss a procedure for obtaining the equations for the direction lines from the field expressions.

### 1.5 Differentiation of Vectors

In calculus, we have learned the rules for differentiation of scalar functions. If $f$ is a function of $x$, then the derivative of $f$ with respect to $x$ is

$$
\begin{equation*}
\frac{d f}{d x}=\lim _{\Delta x \rightarrow 0} \frac{f(x+\Delta x)-f(x)}{\Delta x} \tag{1-42}
\end{equation*}
$$

If $f$ is a function of $(x, y, z)$, then the partial derivative of $f$ with respect to $x$ is

$$
\begin{equation*}
\frac{\partial f}{\partial x}=\lim _{\Delta x \rightarrow 0} \frac{f(x+\Delta x, y, z)-f(x, y, z)}{\Delta x} \tag{1-43}
\end{equation*}
$$

and the differential increase in $f$ from a point $(x, y, z)$ to a neighboring point $(x+d x, y+d y, z+d z)$ is

$$
\begin{equation*}
d f=\frac{\partial f}{\partial x} d x+\frac{\partial f}{\partial y} d y+\frac{\partial f}{\partial z} d z \tag{1-44}
\end{equation*}
$$

where $\partial f / \partial y$ and $\partial f / \partial z$ are given by expressions similar to (1-43).
Differentiation of vector functions is defined in the same manner as differentiation of scalar functions. Let us consider a vector function $\mathbf{A}(x, y, z)$. The differential increment in $\mathbf{A}$ from a point $(x, y, z)$ to a neighboring point $(x+d x, y+d y, z+d z)$ is

$$
\begin{equation*}
d \mathbf{A}=\frac{\partial \mathbf{A}}{\partial x} d x+\frac{\partial \mathbf{A}}{\partial y} d y+\frac{\partial \mathbf{A}}{\partial z} d z \tag{1-45}
\end{equation*}
$$

where

$$
\begin{align*}
& \frac{\partial \mathbf{A}}{\partial x}=\lim _{\Delta x \rightarrow 0} \frac{\mathbf{A}(x+\Delta x, y, z)-\mathbf{A}(x, y, z)}{\Delta x}  \tag{1-46}\\
& \frac{\partial \mathbf{A}}{\partial y}=\lim _{\Delta y \rightarrow 0} \frac{\mathbf{A}(x, y+\Delta y, z)-\mathbf{A}(x, y, z)}{\Delta y}  \tag{1-47}\\
& \frac{\partial \mathbf{A}}{\partial z}=\lim _{\Delta z \rightarrow 0} \frac{\mathbf{A}(x, y, z+\Delta z)-\mathbf{A}(x, y, z)}{\Delta z} \tag{1-48}
\end{align*}
$$

Since $[\mathbf{A}(x+\Delta x, y, z)-\mathbf{A}(x, y, z)]$ is a vector, the derivative $\partial \mathbf{A} / \partial x$ is a
vector which, in general, is oriented in a direction different from that of $\mathbf{A}$. Similarly, $\partial \mathbf{A} / \partial y$ and $\partial \mathbf{A} / \partial z$ are vectors which, in general, are oriented in directions different from that of $\mathbf{A}$. If we express a vector function in terms of its component vector functions in cartesian coordinates, that is, if

$$
\begin{equation*}
\mathbf{A}(x, y, z)=A_{x}(x, y, z) \mathbf{i}_{x}+A_{y}(x, y, z) \mathbf{i}_{y}+A_{z}(x, y, z) \mathbf{i}_{z} \tag{1-49}
\end{equation*}
$$

then

$$
\begin{equation*}
d \mathbf{A}=d A_{x} \mathbf{i}_{x}+d A_{y} \mathbf{i}_{y}+d A_{z} \mathbf{i}_{z} \tag{1-50}
\end{equation*}
$$

since $\mathbf{i}_{x}, \mathbf{i}_{y}$ and $\mathbf{i}_{z}$ are independent of $x, y$ and $z$.
Example 1-10. The unit vector $\mathbf{i}_{r}$ in cylindrical coordinates is independent of $r$ and $z$ but not $\phi$. Hence $\partial \mathbf{i}_{r} / \partial r=d \mathbf{i}_{r} / \partial z=0$ but $\partial \mathbf{i}_{r} / \partial \phi \neq 0$. We wish to find $\partial i_{r} / \partial \phi$ in two ways: (a) from first principles, and (b) by using (1-50).
(a) By definition,

$$
\begin{equation*}
\frac{\partial \mathbf{i}_{r}}{\partial \phi}=\lim _{\Delta \phi \rightarrow 0} \frac{\mathbf{i}_{r}(r, \phi+\Delta \phi, z)-\mathbf{i}_{r}(r, \phi, z)}{\Delta \phi} \tag{1-51}
\end{equation*}
$$

To deduce the right side of (1-51), consider the unit vectors $\mathbf{i}_{r 1}$ and $\mathbf{i}_{r 2}$ at the points $P(r, \phi, z)$ and $Q(r, \phi+\Delta \phi, z)$, as shown in Fig. 1.19. Then we can write

$$
\begin{equation*}
\mathbf{i}_{r 2}=\left(\mathbf{i}_{r 2} \cdot \mathbf{i}_{r 1}\right) \mathbf{i}_{r 1}+\left(\mathbf{i}_{r 2} \cdot \mathbf{i}_{\phi}\right) \mathbf{i}_{\phi}=\cos \Delta \phi \mathbf{i}_{r 1}+\sin \Delta \phi \mathbf{i}_{\phi} \tag{1-52}
\end{equation*}
$$



Fig. 1.19. For the evaluation of $\partial i_{r} / \partial \phi$.
where $\mathbf{i}_{\phi}$ is the unit vector in the $\phi$ direction at point $P$. Using (1-52), we have

$$
\begin{align*}
\mathbf{i}_{r}(r, \phi+\Delta \phi, z)-\mathbf{i}_{r}(r, \phi, z) & =\mathbf{i}_{r 2}-\mathbf{i}_{r 1} \\
& =(\cos \Delta \phi-1) \mathbf{i}_{r 1}+\sin \Delta \phi \mathbf{i}_{\phi} \tag{1-53}
\end{align*}
$$

Substituting (1-53) into (1-51), we get

$$
\begin{equation*}
\frac{\partial \mathbf{i}_{r}}{\partial \phi}=\lim _{\Delta \phi \rightarrow 0} \frac{(\cos \Delta \phi-1) \mathbf{i}_{r 1}+\sin \Delta \phi \mathbf{i}_{\phi}}{\Delta \phi}=\mathbf{i}_{\phi} \tag{1-54}
\end{equation*}
$$

(b) To use (1-50), we first note that since $\mathbf{i}_{r}$ is only a function of $\phi$, $\partial \mathbf{i}_{r} / \partial \phi$ is the same as $d \mathbf{i}_{r} / d \phi$. Expressing $\mathbf{i}_{r}$ in terms of $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$, we have

$$
\begin{equation*}
\mathbf{i}_{r}=\cos \phi \mathbf{i}_{x}+\sin \phi \mathbf{i}_{y} \tag{1-55}
\end{equation*}
$$

Then, from (1-50), we obtain

$$
\begin{align*}
d \mathbf{i}_{r} & =d(\cos \phi) \mathbf{i}_{x}+d(\sin \phi) \mathbf{i}_{y} \\
& =\left(-\sin \phi \mathbf{i}_{x}+\cos \phi \mathbf{i}_{y}\right) d \phi=d \phi \mathbf{i}_{\phi} \tag{1-56}
\end{align*}
$$

or

$$
\frac{\partial \mathbf{i}_{r}}{\partial \phi}=\frac{d \mathbf{i}_{r}}{d \phi}=\mathbf{i}_{\phi}
$$

which agrees with (1-54). Partial derivatives of unit vectors obtained in this manner are listed in Table 1.6.

TABLE 1.6. Partial Derivatives of Unit Vectors; All Derivatives Not Listed in the Table are Zero

| $\partial x$ | $\partial y$ | $\partial z$ | $\partial r_{c}$ | $\partial \phi$ | $\partial \theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\partial \mathbf{i}_{r c} / \frac{-\sin \phi}{r_{c}} \mathbf{i}_{\phi}$ | $\frac{\cos \phi}{r_{c}} \mathbf{i}_{\phi}$ | 0 | 0 | $\mathrm{i}_{\phi}$ | 0 |
| $\partial \mathbf{i}_{\phi} / \frac{\sin \phi}{r_{c}} \dot{\mathbf{i}}_{\text {r }}$ | $\frac{-\cos \phi}{r_{c}} \mathbf{i}_{\text {irc }}$ | 0 | 0 | $-i_{r c}$ | 0 |
| $\begin{aligned} \partial \mathbf{i}_{s} / & \frac{1}{r_{s}}\left(-\sin \phi \mathbf{i}_{\phi}\right. \\ & \left.+\cos \theta \cos \phi \mathbf{i}_{\theta}\right) \end{aligned}$ | $\begin{aligned} & \frac{1}{r_{s}}\left(\cos \phi \mathbf{i}_{\phi}\right. \\ & \left.+\cos \theta \sin \phi \mathbf{i}_{\theta}\right) \end{aligned}$ | $\frac{-\sin \theta}{r_{s}} \mathbf{i}_{\theta}$ | $\frac{\cos \theta}{r_{s}} \mathbf{i}_{\theta}$ | $\sin \theta \mathbf{i}_{\boldsymbol{\phi}}$ | $\mathrm{i}_{\theta}$ |
| $\begin{aligned} & \partial \mathbf{i}_{\theta} / \quad \frac{\cot \theta}{r_{s}}\left(-\sin \phi \mathbf{i}_{\phi}\right. \\ & \left.-\sin \theta \cos \phi \mathbf{i}_{r s}\right) \end{aligned}$ | $\begin{aligned} & \frac{\cot \theta}{r_{s}}\left(\cos \phi \mathbf{i}_{\phi}\right. \\ & \left.-\sin \theta \sin \phi \mathbf{i}_{r s}\right) \end{aligned}$ | $\frac{\sin \theta}{r_{s}} \mathbf{i}_{r s}$ | $\frac{-\cos \theta}{r_{s}} \mathbf{i}_{r s}$ | $\cos \theta i_{\phi}$ | $-\mathbf{i}_{\text {rs }}$ |

Expressions similar to (1-50) are not true in cylindrical and spherical coordinates; that is,

$$
\begin{align*}
& d \mathbf{A} \neq d A_{r} \mathbf{i}_{r}+d A_{\phi} \mathbf{i}_{\phi}+d A_{z} \mathbf{i}_{z}  \tag{1-57}\\
& d \mathbf{A} \neq d A_{r} \mathbf{i}_{r}+d A_{\theta} \mathbf{i}_{\theta}+d A_{\phi} \mathbf{i}_{\phi} \tag{1-58}
\end{align*}
$$

To derive the correct expressions for these two coordinate systems, we make use of the differentiation rule,

$$
\begin{equation*}
d(f \mathbf{A})=f d \mathbf{A}+d f \mathbf{A} \tag{1-59}
\end{equation*}
$$

where $f$ is a scalar function. Thus if

$$
\mathbf{A}=A_{r} \mathbf{i}_{r}+A_{\phi} \mathbf{i}_{\phi}+A_{z} \mathbf{i}_{z}
$$

we have

$$
\begin{align*}
d \mathbf{A} & =d\left(A_{r} \mathbf{i}_{r}\right)+d\left(A_{\phi} \mathbf{i}_{\phi}\right)+d\left(A_{z} \mathbf{i}_{z}\right) \\
& =A_{r} d \mathbf{i}_{r}+d A_{r} \mathbf{i}_{r}+A_{\phi} d \mathbf{i}_{\phi}+d A_{\phi} \mathbf{i}_{\phi}+d A_{z} \mathbf{i}_{z} \tag{1-60}
\end{align*}
$$

Similarly, if

$$
\mathbf{A}=A_{r} \mathbf{i}_{r}+A_{\theta} \mathbf{i}_{\theta}+A_{\phi} \mathbf{i}_{\phi}
$$

we have

$$
\begin{equation*}
d \mathbf{A}=A_{r} d \mathbf{i}_{r}+d A_{r} \mathbf{i}_{r}+A_{\theta} d \mathbf{i}_{\theta}+d A_{\theta} \mathbf{i}_{\theta}+A_{\phi} d \mathbf{i}_{\phi}+d A_{\phi} \mathbf{i}_{\phi} \tag{1-61}
\end{equation*}
$$

Finally, if $\mathbf{A}$ is also a function of $t$ in addition to $x, y, z$, we have

$$
\begin{equation*}
d \mathbf{A}=d A_{x} \mathbf{i}_{x}+d A_{y} \mathbf{i}_{y}+d A_{z} \mathbf{i}_{z} \tag{1-50}
\end{equation*}
$$

where

$$
\begin{equation*}
d A_{i}=\frac{\partial A_{i}}{\partial x} d x+\frac{\partial A_{i}}{\partial y} d y+\frac{\partial A_{i}}{\partial z} d z+\frac{\partial A_{i}}{\partial t} d t \quad i=x, y, z \tag{1-62}
\end{equation*}
$$

Rules for the differentiation of dot and cross products of vectors are as follows:

$$
\begin{align*}
d(\mathbf{A} \cdot \mathbf{B}) & =d \mathbf{A} \cdot \mathbf{B}+\mathbf{A} \cdot d \mathbf{B}  \tag{1-63}\\
d(\mathbf{A} \times \mathbf{B}) & =d \mathbf{A} \times \mathbf{B}+\mathbf{A} \times d \mathbf{B} \tag{1-64}
\end{align*}
$$

### 1.6 The Gradient

Gradient is an operation performed on a scalar function which results in a vector function. The magnitude of this vector function at any point in the region of the scalar field is the maximum rate of increase of the scalar function at that point. The direction of the vector function at that point is the direction in which this maximum rate of increase occurs. To illustrate this concept mathematically, let us consider a scalar function $V(x, y, z)$ which is single-valued everywhere so that it is differentiable. From calculus, we can express the change in $V$ from a point $(x, y, z)$ to another point $(x+d x$, $y+d y, z+d z$ ) an infinitesimal distance away from it as

$$
\begin{align*}
d V & =\frac{\partial V}{\partial x} d x+\frac{\partial V}{\partial y} d y+\frac{\partial V}{\partial z} d z \\
& =\left(\frac{\partial V}{\partial x} \mathbf{i}_{x}+\frac{\partial V}{\partial y} \mathbf{i}_{y}+\frac{\partial V}{\partial z} \mathbf{i}_{z}\right) \cdot\left(d x \mathbf{i}_{x}+d y \mathbf{i}_{y}+d z \mathbf{i}_{z}\right)  \tag{1-65}\\
& =\boldsymbol{\nabla} V \cdot d \mathbf{l}
\end{align*}
$$

where the symbol $\boldsymbol{\nabla}$ stands for "del" and is a vector operator defined as

$$
\begin{equation*}
\boldsymbol{\nabla}=\frac{\partial}{\partial x} \mathbf{i}_{x}+\frac{\partial}{\partial y} \mathbf{i}_{y}+\frac{\partial}{\partial z} \mathbf{i}_{z} \tag{1-66}
\end{equation*}
$$

When "del" operates on a scalar function, the operation is known as evaluating the gradient of the scalar function; that is, $\nabla V$ is the gradient of $V$. Thus

$$
\begin{equation*}
\nabla V=\frac{\partial V}{\partial x} \mathbf{i}_{x}+\frac{\partial V}{\partial y} \mathbf{i}_{y}+\frac{\partial V}{\partial z} \mathbf{i}_{z} \tag{1-67}
\end{equation*}
$$

The vector $d \mathbf{l}$ is the infinitesimal displacement vector drawn from the point $(x, y, z)$ to the point $(x+d x, y+d y, z+d z)$.

To discuss the physical significance of $\nabla V$, let us consider a surface containing a point $P\left(x_{0}, y_{0}, z_{0}\right)$ on which the scalar function is constant and equal to $V\left(x_{0}, y_{0}, z_{0}\right)=V_{0}$. If we now consider another point $Q\left(x_{0}+d x\right.$, $y_{0}+d y, z_{0}+d z$ ) on the same surface and an infinitesimal distance away from $P, d V$ between these two points is zero since $V$ remains constant throughout this surface. It follows from (1-65) that for the vector $d \mathbf{l}$ drawn from $P$ to $Q$ on this surface,

$$
\begin{equation*}
\nabla V \cdot d \mathbf{l}=0 \tag{1-68}
\end{equation*}
$$

and hence $\nabla V$ is perpendicular to $d l$. But since (1-68) is true for all points $Q$ on the constant $V$ surface surrounding $P, \nabla V$ must be normal to all possible infinitesimal displacement vectors drawn away from $P$ on the constant $V$ surface, and hence it is normal to that surface. Actually, it is sufficient for $\nabla V$ to be normal to any two different infinitesimal displacement vectors drawn away from $P$ on the constant $V$ surface to conclude that $\nabla V$ is normal to that surface. Thus we can reach the general conclusion that the gradient of a scalar function at any point is directed normal to the surface passing through that point and on which the value of the scalar function is a constant. Designating $i_{n}$ as the unit vector normal to the constant $V$ surface, we then have

$$
\begin{equation*}
\nabla V=|\nabla V| \mathbf{i}_{n} \tag{1-69}
\end{equation*}
$$

Let us now consider two adjacent surfaces of constant $V$ equal to $V_{0}$ and $V_{0}+d V$, respectively, as shown in Fig. 1.20. Let $P$ and $Q$ be points on the $V_{0}$ and $V_{0}+d V$ surfaces, respectively, and let $d \mathbf{l}$ be the displacement vector drawn from $P$ to $Q$. Then, since $d V$ is infinitesimally small and hence the two surfaces are infinitesimally close to each other, we have, according to (1-65),

$$
\begin{equation*}
d V=(\nabla V)_{\mathbf{a t} P} \cdot d \mathbf{l}=|\nabla V| \mathbf{i}_{n} \cdot d l \mathbf{i}_{l} \tag{1-70}
\end{equation*}
$$

where we have substituted the right side of $(1-69)$ for $(\nabla V)_{\text {at } P}$ and expressed $d \mathbf{l}$ as $d l \mathbf{i}_{l}$. From (1-70), we have

$$
\begin{equation*}
\left(\frac{d V}{d l}\right)_{\mathrm{at} P}=|\nabla V| \mathbf{i}_{n} \cdot \mathbf{i}_{l}=|\nabla V| \cos \alpha \tag{1-71}
\end{equation*}
$$

where $\alpha$ is the angle between $\mathbf{i}_{n}$ and $\mathbf{i}_{l}$. But since the maximum value of $\cos \alpha$ is unity, the maximum value of $(d V / d l)_{\text {at } p}$ is equal to $|\nabla V|$ and it occurs for $\alpha$ equal to zero, that is, for the case in which $\mathbf{i}_{l}=\mathbf{i}_{n}$. Thus $|\nabla V|$ is indeed the maximum rate of increase of $V$ and it occurs in the direction normal to the constant $V$ surface, consistent with the conclusion of the previous paragraph.

Example 1-11. Consider the scalar function $V(x, y, z)=x y$. Obtain a unit vector normal to the constant $V$ surface of value 2 at the point $(2,1,0)$ in two ways:


Fig. 1.20. Surfaces of constant $V$ equal to $V_{0}$ and $V_{0}+d V$, respectively, for evaluating $\nabla V$.
(a) by using the cross product of two vectors which are tangential to the surface at that point; (b) by using the concept of the gradient of a scalar function. What is the maximum rate of increase of the scalar function at the point $(2,1,0)$ ?
(a) The constant $V$ surface of value 2 is given by

$$
x y=2
$$

A cut section of this surface is shown in Fig. 1.21(a) and its cross section in the $x y$ plane is repeated in Fig. 1.21(b). The unit vector $\mathbf{i}_{z}$ is tangential to the surface everywhere. Hence it is sufficient if we find another vector tangential to the surface at $(2,1,0)$ so that we can take the cross product of these two vectors to find a unit vector normal to the surface. For simplicity, we can find the tangential unit vector $\mathbf{i}_{t}$ lying in the $x y$ plane. To find the components of $\mathbf{i}_{t}$ along $\mathbf{i}_{x}$ and $\mathbf{i}_{y}$, we need the angle $\alpha$ which the tangent to the curve $x y=2$ in Fig. 1.21(b) makes with the $x$ axis. Noting that the curve is defined by $y=2 / x$, we obtain

$$
\left(\frac{d y}{d x}\right)_{2,1}=\left(-\frac{2}{x^{2}}\right)_{2,1}=-\frac{1}{2}
$$

Hence $\tan \alpha=\frac{1}{2}$ or $\alpha=26.6^{\circ}$. Now,

$$
\mathbf{i}_{t}=\cos \alpha \mathbf{i}_{x}-\sin \alpha \mathbf{i}_{y}=\frac{2}{\sqrt{5}} \mathbf{i}_{x}-\frac{1}{\sqrt{5}} \mathbf{i}_{y}
$$

The unit vector normal to the surface $x y=2$ at $(2,1,0)$ is then given by


Fig. 1.21. For Example 1-11.

$$
\mathbf{i}_{n}=\mathbf{i}_{z} \times \mathbf{i}_{t}=\left|\begin{array}{ccc}
\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} \\
0 & 0 & 1 \\
\frac{2}{\sqrt{5}} & -\frac{1}{\sqrt{5}} & 0
\end{array}\right|=\frac{1}{\sqrt{5}} \mathbf{i}_{x}+\frac{2}{\sqrt{5}} \mathbf{i}_{y}
$$

(b) The direction of the gradient of a scalar is normal to the surface of constant value of the scalar. Hence by evaluating the gradient of the given scalar function at the point $(2,1,0)$ we can find the required unit vector.

$$
\begin{aligned}
\nabla V & =\frac{\partial(x y)}{\partial x} \mathbf{i}_{x}+\frac{\partial(x y)}{\partial y} \mathbf{i}_{y}=y \mathbf{i}_{x}+x \mathbf{i}_{y} \\
(\nabla V)_{2,1,0} & =\mathbf{i}_{x}+2 \mathbf{i}_{y}
\end{aligned}
$$

This vector is normal to the surface $x y=2$. To find the unit vector we divide it by its magnitude which is $\sqrt{5}$. Thus

$$
\mathbf{i}_{n}=\frac{1}{\sqrt{5}} \mathbf{i}_{x}+\frac{2}{\sqrt{5}} \mathbf{i}_{y}
$$

which agrees with the result of part (a). The maximum rate of increase of the scalar function at $(2,1,0)$ is the magnitude of the gradient. Hence it is equal to $\sqrt{5}$.

Equation (1-67) gives the gradient of a scalar in cartesian coordinates. We can similarly consider cylindrical coordinates and write the following steps:

$$
\begin{align*}
d V & =\frac{\partial V}{\partial r} d r+\frac{\partial V}{\partial \phi} d \phi+\frac{\partial V}{\partial z} d z \\
& =\left(\frac{\partial V}{\partial r} \mathbf{i}_{r}+\frac{\partial V}{\partial \phi} \mathbf{i}_{\phi}+\frac{\partial V}{\partial z} \mathbf{i}_{z}\right) \cdot\left(d r \mathbf{i}_{r}+d \phi \mathbf{i}_{\phi}+d z \mathbf{i}_{z}\right) \tag{1-72}
\end{align*}
$$

But, in cylindrical coordinates,

$$
\begin{equation*}
d \mathbf{l}=d r \mathbf{i}_{r}+r d \phi \mathbf{i}_{\phi}+d z \mathbf{i}_{z} \tag{1-24a}
\end{equation*}
$$

Hence we have to modify (1-72) as

$$
\begin{align*}
d V & =\frac{\partial V}{\partial r} d r+\frac{1}{r} \frac{\partial V}{\partial \phi} r d \phi+\frac{\partial V}{\partial z} d z \\
& =\left(\frac{\partial V}{\partial r} \mathbf{i}_{r}+\frac{1}{r} \frac{\partial V}{\partial \phi} \mathbf{i}_{\phi}+\frac{\partial V}{\partial z} \mathbf{i}_{z}\right) \cdot\left(d r \mathbf{i}_{r}+r d \phi \mathbf{i}_{\phi}+d z \mathbf{i}_{z}\right)  \tag{1-73}\\
& =\nabla V \cdot d \mathbf{l}
\end{align*}
$$

Thus, in cylindrical coordinates,

$$
\begin{equation*}
\nabla V=\frac{\partial V}{\partial r} \mathbf{i}_{r}+\frac{1}{r} \frac{\partial V}{\partial \phi} \mathbf{i}_{\phi}+\frac{\partial V}{\partial z} \mathbf{i}_{z} \tag{1-74}
\end{equation*}
$$

Similarly, in spherical coordinates,

$$
\begin{equation*}
\nabla V=\frac{\partial V}{\partial r} \mathbf{i}_{r}+\frac{1}{r} \frac{\partial V}{\partial \theta} \mathbf{i}_{\theta}+\frac{1}{r \sin \theta} \frac{\partial V}{\partial \phi} \mathbf{i}_{\phi} \tag{1-75}
\end{equation*}
$$

Example 1-12. Find the rate at which the scalar function $V=r^{2} \sin 2 \phi$, in cylindrical coordinates, increases in the direction of the vector $\mathbf{A}=\mathbf{i}_{r}+\mathbf{i}_{\phi}$ at the point $(2, \pi / 4,0)$.

Evidently, the required quantity is $\boldsymbol{\nabla} V \cdot \mathbf{A} /|\mathbf{A}|$ evaluated at $(2, \pi / 4,0)$.

$$
\begin{aligned}
\nabla V & =\frac{\partial}{\partial r}\left(r^{2} \sin 2 \phi\right) \mathbf{i}_{r}+\frac{1}{r} \frac{\partial}{\partial \phi}\left(r^{2} \sin 2 \phi\right) \mathbf{i}_{\phi}+\frac{\partial}{\partial z}\left(r^{2} \sin 2 \phi\right) \mathbf{i}_{z} \\
& =2 r \sin 2 \varphi \mathbf{i}_{r}+2 r \cos 2 \phi \mathbf{i}_{\phi} \\
\nabla V \cdot \mathbf{A} & =\left(2 r \sin 2 \phi \mathbf{i}_{r}+2 r \cos 2 \phi \mathbf{i}_{\phi}\right) \cdot\left(\mathbf{i}_{r}+\mathbf{i}_{\phi}\right) \\
& =2 r \sin 2 \phi+2 r \cos 2 \phi \\
\frac{\nabla V \cdot \mathbf{A}}{|\mathbf{A}|} & =\sqrt{2} r \sin 2 \phi+\sqrt{2} r \cos 2 \phi
\end{aligned}
$$

Finally, the rate of increase of $V$ along $\mathbf{A}$ at the point $(2, \pi / 4,0)$ is equal to $2 \sqrt{2}$.

### 1.7 Volume, Surface, and Line Integrals

In the study of electromagnetic fields, we repeatedly encounter three types of integrals: (a) the volume integral, (b) the surface integral, and (c) the line integral. We will discuss each of these separately and provide some examples for evaluating them.

## a. The Volume Integral.

If the density of a quantity is specified throughout a certain volume, we make use of volume integral to evaluate the amount of that quantity in that volume. For example, let us assume that the density of mass $\rho$ of
a body is known as a function of the coordinates $(x, y, z),(r, \phi, z)$, or $(r, \theta, \phi)$. To obtain the total mass contained in the volume occupied by the body, we divide the volume into a number of infinitesimal volumes $d v_{1}, d v_{2}, d v_{3}, \ldots$ Within each infinitesimal volume, the density may be considered to be constant so that the mass contained within each volume is given by the product of the infinitesimal volume and the density in that volume. The total mass $m$ is then the sum of these several masses, that is,

$$
\begin{equation*}
m=\rho_{1} d v_{1}+\rho_{2} d v_{2}+\rho_{3} d v_{3}+\cdots=\sum_{i} \rho_{i} d v_{i} \tag{1-76}
\end{equation*}
$$

where $\rho_{i}$ is the density associated with the volume $d v_{i}$. Equation (1-76) gives only the approximate value of $m$ since the density within each infinitesimal volume is not quite constant. However, it becomes exact in the limit that $d v_{i}$ tends to zero (i.e., shrinks to a point) in which case the summation becomes an integral

$$
\begin{equation*}
m=\int_{V} \rho d v \tag{1-77}
\end{equation*}
$$

where the integration is performed throughout the volume $V$ of the body, as indicated by the letter $V$ associated with the integral sign. The integral on the right side of (1-77) is known as a volume integral. The volume integral is a triple integral since $d v$ is the product of three differential lengths.

Example 1-13. The density of mass of a spherical body of radius $a$ centered at the origin is given by

$$
\rho(r, \theta, \phi)=\frac{\rho_{0}}{r}
$$

where $\rho_{0}$ is a constant. It is desired to find the mass $m$ of the spherical body.
The differential volume $d v$ in spherical coordinates is $r^{2} \sin \theta d r d \theta d \phi$. Substituting for $\rho$ and $d v$ in (1-77) and introducing the limits for the three variables $r, \theta$, and $\phi$, we have

$$
\begin{aligned}
m & =\int_{r=0}^{a} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{\rho_{0}}{r} r^{2} \sin \theta d r d \theta d \phi \\
& =2 \pi \rho_{0} a^{2}
\end{aligned}
$$

## b. The Surface Integral.

If the density of flow of a fluid or, in general, the flux density of any physical quantity is specified over a certain surface, we make use of surface integrals to evaluate the amount of the flux of that quantity crossing that surface. For example, let us assume that the density of current at all points on a particular surface $S$ is known. Since current is due to the flow of charges, the current density at a point has magnitude and direction and hence is a vector. Let us denote the current density vector as $\mathbf{J}$. To obtain the current crossing the surface $S$, we first divide the surface into several infinitesimal areas of magnitudes $d S_{1}, d S_{2}, d S_{3}, \ldots$ Since each of these areas is very,
very small in magnitude, we can treat them as plane surfaces and define their orientations by their corresponding normal vectors $\mathbf{i}_{n 1}, \mathbf{i}_{n 2}, \mathbf{i}_{n 3}, \ldots$ Furthermore, we can consider the current density vector associated with each area to be constant.

Let us then consider one infinitesimal area $d S_{1} \mathbf{i}_{n 1}$ and its associated current density vector $\mathbf{J}_{1}$ as shown in Fig. 1.22. Let the angle between $\mathbf{i}_{n 1}$


Fig. 1.22. Division of a surface $S$ into several infinitesimal areas to evaluate the flux of a vector $J$ crossing the surface.
and $\mathbf{J}_{1}$ be $\alpha$. Then the projection of the area $d S_{1}$ onto a plane normal to the current density vector $\mathrm{J}_{1}$ has an area $d S_{1} \cos \alpha$. The current crossing this projected area and hence the current crossing the surface $d S_{1} \mathbf{i}_{n 1}$ is equal to $\left|\mathbf{J}_{1}\right| d S_{1} \cos \alpha$, or $\mathbf{J}_{1} \cdot d S_{1} \mathbf{i}_{n 1}$. Similarly, we can obtain the currents flowing through all the other infinitesimal surfaces and add them up to give the total current $I$ as

$$
\begin{align*}
I & =\mathbf{J}_{1} \cdot d S_{1} \mathbf{i}_{n 1}+\mathbf{J}_{2} \cdot d S_{2} \mathbf{i}_{n 2}+\mathbf{J}_{3} \cdot d S_{3} \mathbf{i}_{n 3}+\cdots \\
& =\sum_{k} \mathbf{J}_{k} \cdot d S_{k} \mathbf{i}_{n k}=\sum_{k} \mathbf{J}_{k} \cdot d \mathbf{S}_{k} \tag{1-78}
\end{align*}
$$

where $d \mathbf{S}_{k}=d S \mathbf{i}_{n k}$. Equation (1-78) is approximate since the assumption of constant current density vector for any infinitesimal surface is true only in the limit that the area of that surface tends to zero (i.e., shrinks to a point). In this limit, the summation in (1-78) becomes an integral, giving us

$$
\begin{equation*}
I=\int_{S} \mathbf{J} \cdot d \mathbf{S}=\int_{S} \mathbf{J} \cdot \mathbf{i}_{n} d S \tag{1-79}
\end{equation*}
$$

where the integration is performed over the entire surface $S$. The integral on the right side of (1-79) is known as a surface integral. The surface integral is a double integral since $d S$ is the product of two differential lengths. If the surface is closed, we call it a closed surface integral and write it with a
small circle associated with the integral sign, as follows:

$$
\begin{equation*}
I=\oint_{S} \mathbf{J} \cdot d \mathbf{S} \tag{1-80}
\end{equation*}
$$

Also, the normal vectors to the differential areas comprising the closed surface are then usually chosen to be pointing away from the volume bounding that surface so that the closed surface integral represents the flux emanating from the volume.

Example 1-14. In a certain region, the current density vector is given by

$$
\mathbf{J}=3 x \mathbf{i}_{x}+(y-3) \mathbf{i}_{y}+(2+z) \mathbf{i}_{z} \quad \mathrm{amp} / \mathrm{m}^{2}
$$

Find the total current flowing out of the surface of the box bounded by the five planes $x=0, y=0, y=2, z=0$, and $3 x+z=3$.

With reference to Fig. 1.23, we will consider the normal vector to be always pointing out of the box so that $\int \mathbf{J} \cdot d \mathbf{S}$ gives the current flowing out of the surface.

For the surface $x=0, d \mathbf{S}=-d y d z \mathbf{i}_{x}, \mathbf{J}=(y-3) \mathbf{i}_{y}+(2+z) \mathbf{i}_{z}$.


Fig. 1.23. For Example 1-14.

$$
\begin{aligned}
\mathbf{J} \cdot d \mathbf{S} & =0 \\
\int \mathbf{J} \cdot d \mathbf{S} & =\mathbf{0}
\end{aligned}
$$

For the surface $y=0, d \mathbf{S}=-d z d x \mathbf{i}_{y}, \mathbf{J}=3 x \mathbf{i}_{x}-3 \mathbf{i}_{z}+(2+z) \mathbf{i}_{z}$.

$$
\mathbf{J} \cdot d \mathbf{S}=3 d z d x
$$

$$
\int \mathbf{J} \cdot d \mathbf{S}=\int_{x=0}^{1} \int_{z=0}^{3-3 x} 3 d z d x=\frac{9}{2}
$$

For the surface $y=2, d \mathbf{S}=d z d x \mathbf{i}_{y}, \mathbf{J}=3 x \mathbf{i}_{x}-\mathbf{i}_{y}+(2+z) \mathbf{i}_{z}$.

$$
\mathbf{J} \cdot d \mathbf{S}=-1 d z d x
$$

$$
\int \mathbf{J} \cdot d \mathbf{S}=\int_{x=0}^{1} \int_{z=0}^{3-3 x}(-1) d z d x=-\frac{3}{2}
$$

For the surface $z=0, d \mathbf{S}=-d x d y \mathbf{i}_{z}, \mathbf{J}=3 x \mathbf{i}_{x}+(y-3) \mathbf{i}_{y}+2 \mathbf{i}_{z}$.

$$
\begin{aligned}
\mathbf{J} \cdot d \mathbf{S} & =-2 d x d y \\
\int \mathbf{J} \cdot d \mathbf{S} & =\int_{x=0}^{1} \int_{y=0}^{2}(-2) d x d y=-4
\end{aligned}
$$

For the surface $3 x+z=3$,

$$
\mathbf{i}_{n}=\frac{\nabla(3 x+z)}{|\nabla(3 x+z)|}=\frac{3 \mathbf{i}_{x}+\mathbf{i}_{z}}{\sqrt{3^{2}+1^{2}}}=\frac{3}{\sqrt{10}} \mathbf{i}_{x}+\frac{1}{\sqrt{10}} \mathbf{i}_{z}
$$

From $d S \mathbf{i}_{n} \cdot \mathbf{i}_{z}=d x d y$, we have

$$
\begin{aligned}
d S & =\frac{d x d y}{\mathbf{i}_{n} \cdot \mathbf{i}_{z}}=\sqrt{10} d x d y \\
d \mathbf{S} & =\left(3 \mathbf{i}_{x}+\mathbf{i}_{z}\right) d x d y \\
\mathbf{J} & =3 x \mathbf{i}_{x}+(y-3) \mathbf{i}_{y}+(5-3 x) \mathbf{i}_{z} \\
\mathbf{J} \cdot d \mathbf{S} & =(9 x+5-3 x) d x d y=(6 x+5) d x d y \\
\int \mathbf{J} \cdot d \mathbf{S} & =\int_{x=0}^{1} \int_{y=0}^{2}(6 x+5) d x d y=16
\end{aligned}
$$

Finally, adding the values of $\int \mathbf{J} \cdot d \mathbf{S}$ for the five surfaces, we obtain the total current flowing out of the box to be $0+\frac{9}{2}-\frac{3}{2}-4+16=$ 15 amp .

## c. Line Integral.

The line integral consists of evaluating along a specified path the integral of the dot product of a vector and the differential displacement vector tangential to the path. For example, let us consider a path from point $a$ to point $b$, as shown in Fig. 1.24 in a region of a known force vector field $\mathbf{F}$. To find the total work done by the force from $a$ to $b$, we divide the path from $a$ to


Fig. 1.24. Division of a curve into several infinitesimal segments to evaluate the work done by the force vector $\mathbf{F}$ along the curve.
$b$ into a number of segments of infinitesimal lengths $d l_{1}, d l_{2}, d l_{3}, \ldots$ Since the length of each segment is very, very small, we can treat these segments as straight lines and define their orientations by the corresponding differential vectors $d \mathbf{l}_{1}, d \mathbf{l}_{2}, d \mathbf{l}_{3}, \ldots$. Within each segment, we can consider the force vector to be constant.

Let us then consider one infinitesimal segment $d \mathbf{l}_{1}$ and its associated force vector $\mathbf{F}_{1}$. Let the angle between $d \mathbf{l}_{1}$ and $\mathbf{F}_{1}$ be $\alpha$. The component of the force $\mathbf{F}_{1}$ along the direction of $d \mathbf{l}_{1}$ is equal to $F_{1} \cos \alpha$. Hence the work done by $\mathbf{F}_{1}$ along $d \mathbf{l}_{1}$ is equal to $\left(F_{1} \cos \alpha\right)\left(d l_{1}\right)$, or $\mathbf{F}_{1} \cdot d \mathbf{I}_{1}$. Similarly, we can obtain the work done by the forces for all the other infinitesimal segments and add them up to give the total work $W$ done from $a$ to $b$ as

$$
\begin{equation*}
W=\mathbf{F}_{1} \cdot d \mathbf{l}_{1}+\mathbf{F}_{2} \cdot d \mathbf{l}_{2}+\mathbf{F}_{3} \cdot d \mathbf{l}_{3}+\cdots=\sum_{i} \mathbf{F}_{i} \cdot d \mathbf{l}_{i} \tag{1-81}
\end{equation*}
$$

Equation (1-81) is approximate since the assumption of constant force vector for any infinitesimal segment is true only in the limit that the length of that segment tends to zero (i.e., shrinks to a point). In this limit, the summation in (1-81) becomes an integral, giving us

$$
\begin{equation*}
W=\int_{a}^{b} \mathbf{F} \cdot d \mathbf{l} \tag{1-82}
\end{equation*}
$$

where the integration is performed along the path from $a$ to $b$. The integral on the right side of ( $1-82$ ) is known as a line integral. For the case of the force vector, it represents the work done by the force field. For other vectors it will have different meanings. When the line integral is evaluated around a closed path $C$, it is known as the "circulation" around that path and we write it with a small circle associated with the integral sign, as follows:

$$
\begin{equation*}
W=\oint_{C} \mathbf{F} \cdot d \mathbf{I} \tag{1-83}
\end{equation*}
$$

Example 1-15. Find the work done by the force vector

$$
\mathbf{F}=y \mathbf{i}_{x}-x \mathbf{i}_{y}
$$

around the closed path abcdefga shown in Fig. 1.25.
The work done by the force vector is $\oint_{\text {abcdefga }} \mathbf{F} \cdot d \mathbf{l}$. This integral consists of seven parts which will be evaluated independently. First, we note that

$$
\mathbf{F} \cdot d \mathbf{l}=\left(y \mathbf{i}_{x}-x \mathbf{i}_{y}\right) \cdot\left(d x \mathbf{i}_{x}+d y \mathbf{i}_{y}\right)=y d x-x d y
$$

Along path $a b, y=x^{2}, d y=2 x d x, \mathbf{F} \cdot d \mathbf{l}=-x^{2} d x$.

$$
\int_{a}^{b} \mathbf{F} \cdot d \mathbf{l}=-\int_{x=0}^{-1} x^{2} d x=\frac{1}{3}
$$



Fig. 1.25. For Example 1-15.
Along path $b c, y=(\sqrt{2}-1) x+\sqrt{2}, d y=(\sqrt{2}-1) d x$

$$
\begin{aligned}
\mathbf{F} \cdot d \mathbf{l} & =\sqrt{2} d x . \\
\int_{b}^{c} \mathbf{F} \cdot d \mathbf{l} & =\int_{x=-1}^{0} \sqrt{2} d x=\sqrt{2}
\end{aligned}
$$

Along path $c d, x=0, d x=0, \mathbf{F} \cdot d \mathbf{l}=0$.

$$
\int_{c}^{d} \mathbf{F} \cdot d \mathbf{I}=0
$$

Along path $d e, y=2, d y=0, \mathbf{F} \cdot d \mathbf{l}=2 d x$.

$$
\int_{d}^{e} \mathbf{F} \cdot d \mathbf{l}=\int_{x=0}^{1 / 2} 2 d x=1
$$

Along path ef; $y=1 / x, d y=-\left(1 / x^{2}\right) d x, \mathbf{F} \cdot d \mathbf{l}=(2 / x) d x$.

$$
\int_{e}^{f} \mathbf{F} \cdot d \mathbf{l}=\int_{x=1 / 2}^{1} \frac{2}{x} d x=2 \ln 2
$$

Along path $f g, x=1, d x=0, \mathbf{F} \cdot d \mathbf{l}=-d y$.

$$
\int_{f}^{g} \mathbf{F} \cdot d \mathbf{l}=-\int_{y=1}^{1 / 2} d y=\frac{1}{2}
$$

Along path $g a, x=2 y, d x=2 d y, \mathbf{F} \cdot d \mathbf{l}=0$.

$$
\int_{g}^{a} \mathbf{F} \cdot d \mathbf{l}=0
$$

Finally, adding the values of $\int \mathbf{F} \cdot d \mathbf{l}$ for the seven paths, we obtain the total work done to be $\frac{1}{3}+\sqrt{2}+0+1+2 \ln 2+\frac{1}{2}+0 \approx 4.634$. The fact that the integrals along the paths $c d$ and $g a$ are zero is obvious if we note that $\mathbf{F}=y \mathbf{i}_{x}-x \mathbf{i}_{y}=-r \mathbf{i}_{\phi}$. Thus the force vector is everywhere tangential to the circle with the center at the origin and, since $c d$ and $g a$ are radial to the origin, $\mathbf{F} \cdot d \mathbf{l} \equiv 0$ for these paths. Hence $\int \mathbf{F} \cdot d \mathbf{l}$ is zero for the paths $c d$ and $g a$.

Integration of vectors is performed by expressing the integrand in terms of its components in cartesian coordinates, thereby reducing the problem to one of evaluating three scalar integrals. Thus, for example,

$$
\begin{align*}
\int \mathbf{A} d m & =\int\left(A_{x} \mathbf{i}_{x}+A_{y} \mathbf{i}_{y}+A_{z} \mathbf{i}_{z}\right) d m \\
& =\left(\int A_{x} d m\right) \mathbf{i}_{x}+\left(\int A_{y} d m\right) \mathbf{i}_{y}+\left(\int A_{z} d m\right) \mathbf{i}_{z} \tag{1-84}
\end{align*}
$$

where $d m$ stands for $d v, d S$, or $d l$, depending upon whether the integration is over a volume, surface, or along a line, respectively. Similar expressions using the components in cylindrical and spherical coordinate systems are not correct since some or all of the unit vectors in these coordinate systems are functions of the coordinates. For example, the magnitude of the sum of two component vectors along the unit vector $\mathbf{i}_{r}$ at two different points is not, in general, the sum of the magnitudes of the two vectors since the two components are directed in different directions. For that matter, the direction of the sum of the two component vectors is not the direction of either of the component vectors. Thus

$$
\begin{align*}
& \int \mathbf{A} d m \neq\left(\int A_{r} d m\right) \mathbf{i}_{r}+\left(\int A_{\phi} d m\right) \mathbf{i}_{\phi}+\left(\int A_{z} d m\right) \mathbf{i}_{z}  \tag{1-85a}\\
& \int \mathbf{A} d m \neq\left(\int A_{r} d m\right) \mathbf{i}_{r}+\left(\int A_{\theta} d m\right) \mathbf{i}_{\theta}+\left(\int A_{\phi} d m\right) \mathbf{i}_{\phi} \tag{1-85b}
\end{align*}
$$

The integrand must, in general, be expressed as the sum of its component vectors along $\mathbf{i}_{x}, \mathbf{i}_{y}$, and $\mathbf{i}_{z}$ for correct results.

### 1.8 Divergence and the Divergence Theorem

In Section 1.7 we introduced the concept of the surface integral. Let us consider a closed surface $S$ enclosing a volume $V$ in a region in which the current density vector $\mathbf{J}$ is specified. Then the amount of current emanating from this volume is given by

$$
\begin{equation*}
I=\oint_{S} \mathbf{J} \cdot d \mathbf{S} \tag{1-86}
\end{equation*}
$$

where the integration is performed over the closed surface $S$. If we let this volume shrink to an infinitesimal value $\Delta v$, we obtain an infinitesimal amount of current flowing out of the surface $\Delta S$ bounding $\Delta v$. In the limit that we let the volume shrink to a point, the current emanating from the point may tend to zero. On the other hand, since the volume occupied by the point is zero, the ratio of the current emanating from the point to the volume occupied by the point can be nonzero; that is, although the quantity $\oint_{\Delta S} \mathbf{J} \cdot d \mathbf{S}$ may tend to zero in the limit $\Delta v \rightarrow 0$, the quantity

$$
\frac{\oint_{\Delta \mathbf{S}} \mathbf{J} \cdot d \mathbf{S}}{\Delta v}
$$

can approach a nonzero value in the limit $\Delta v \rightarrow 0$. The quantity

$$
\frac{\oint_{\Delta S} \mathbf{J} \cdot d \mathbf{S}}{\Delta v}
$$

is the amount of current, or the flux of the quantity whose density vector is represented by $\mathbf{J}$, per unit volume emanating from the infinitesimal volume $\Delta v$. The value that this quantity approaches as $\Delta v$ tends to zero (i.e., shrinks to a point) is known as the divergence of the vector $\mathbf{J}$. The divergence of $\mathbf{J}$ is represented as the dot product of the vector operator $\boldsymbol{\nabla}$ and the vector $\mathbf{J}$, that is, as $\boldsymbol{\nabla} \cdot \mathbf{J}$. Thus

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}=\lim _{\Delta v \rightarrow 0} \frac{\oint_{\Delta s} \mathbf{J} \cdot d \mathbf{S}}{\Delta v} \tag{1-87}
\end{equation*}
$$

Since the surface integral results in a scalar, the divergence of a vector is a scalar. It is the flux emanating per unit volume as the volume shrinks to a point. Hence the concept of divergence is valid at a point.

To make use of the concept of divergence of a vector, we need to derive expressions for it in terms of the components of the vector in different coordinate systems. Let us choose the cylindrical coordinate system for this purpose. The method of deriving the required expressions consists of following exactly the steps involved in the definition of divergence. First we choose an infinitesimal volume at an arbitrary point $P\left(r_{0}, \phi_{0}, z_{0}\right)$, as shown in Fig. 1.26. The infinitesimal volume is formed by the surfaces $r=r_{0}, r=r_{0}+d r$,
$\phi=\phi_{0}, \phi=\phi_{0}+d \phi, z=z_{0}$, and $z=z_{0}+d z$. The resulting differential surfaces $1,2,3,4,5$, and 6 are given by $-r_{0} d \phi d z \mathbf{i}_{r},\left(r_{0}+d r\right) d \phi d z \mathbf{i}_{r}$, $-d r d z \mathbf{i}_{\phi}, d r d z \mathbf{i}_{\phi}, \quad-r_{0} d \phi d r \mathbf{i}_{z}$, and $r_{0} d \phi d r \mathbf{i}_{z}$, respectively. Expressing $\mathbf{J}$ in terms of its components in cylindrical coordinates, we have

$$
\begin{equation*}
\mathbf{J}=J_{r} \mathbf{i}_{r}+J_{\phi} \mathbf{i}_{\phi}+J_{z} \mathbf{i}_{z} \tag{1-88}
\end{equation*}
$$

The next step is to evaluate the integral of $\mathbf{J} \cdot d \mathbf{S}$ over the surface bounding the differential volume. We do this by evaluating the surface integrals over the six surfaces separately and then adding them up. Over


Fig. 1.26. For obtaining the expression for the divergence of a vector in cylindrical coordinates.
each surface, we can assume that $\mathbf{J}$ is constant since the surface area is infinitesimal. Only one of the three components of $\mathbf{J}$ will contribute to the flux crossing a particular surface since the other two components are tangential. Thus the flux leaving the volume from any surface is simply the product of the surface area and the normal component of the $\mathbf{J}$ vector evaluated on that surface or its negative, depending upon whether that component is directed out of or into the volume. In this manner we obtain
flux leaving the volume from surface $1=-\left[J_{r}\right]_{r=r_{0}} r_{0} d \phi d z$ and
flux leaving the volume from surface $2=\left[J_{r}\right]_{r=r_{0}+d r}\left(r_{0}+d r\right) d \phi d z$

From (1-89) and (1-90) we have
net flux out of the volume due to surfaces 1 and 2

$$
\begin{align*}
& =\left[J_{r}\right]_{r=r_{0}+d r}\left(r_{0}+d r\right) d \phi d z-\left[J_{r}\right]_{r=r_{0}} r_{0} d \phi d z \\
& =\left\{\left[r J_{r}\right]_{r=r_{0}+d r}-\left[r J_{r}\right]_{r=r_{0}}\right\} d \phi d z \tag{1-91a}
\end{align*}
$$

Similarly,
net flux out of the volume due to surfaces 3 and 4

$$
\begin{equation*}
=\left\{\left[J_{\phi}\right]_{\phi=\phi_{0}+d \phi}-\left[J_{\phi}\right]_{\phi=\phi_{0}}\right\} d r d z \tag{1-91b}
\end{equation*}
$$

and
net flux out of the volume due to surfaces 5 and 6

$$
\begin{equation*}
=\left\{\left[J_{z}\right]_{z=z_{0}+d z}-\left[J_{z}\right]_{z=z_{0}}\right\} r_{0} d r d \phi \tag{1-9lc}
\end{equation*}
$$

The total flux emanating from the differential volume is the sum of the expressions on the right sides of (1-91a), (1-91b), and (1-91c). Adding these three expressions and dividing by the differential volume,

$$
\begin{equation*}
\Delta v=r_{0} d r d \phi d z \tag{1-92}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \underline{\oint}_{\Delta S} \mathbf{J} \cdot d \mathbf{S} \\
& \Delta v=\frac{\left[r J_{r}\right]_{r=r_{0}+d r}-\left[r J_{r}\right]_{r=r_{0}}}{r_{0}} d r  \tag{1-93}\\
&+\frac{\left[J_{\phi}\right]_{\phi=\phi_{0}+d \phi}-\left[J_{\phi}\right]_{\phi=\phi_{0}}}{r_{0} d \phi} \\
&+\frac{\left[J_{z}\right]_{z=z_{0}+d z}-\left[J_{z}\right]_{z=z_{0}}}{d z}
\end{align*}
$$

By taking the limit of (1-93) as $\Delta v \rightarrow 0$, we obtain $\boldsymbol{\nabla} \cdot \mathbf{J}$ at $P\left(r_{0}, \phi_{0}, z_{0}\right)$ as

$$
\begin{align*}
{[\mathbf{\nabla} \cdot \mathbf{J}]_{\left(r, 0, \phi_{0}, z_{0}\right)}=} & \lim _{\Delta v \rightarrow 0} \frac{\oint_{\Delta S} \mathbf{J} \cdot d \mathbf{S}}{\Delta v} \\
= & \lim _{d r \rightarrow 0} \frac{\left[r J_{r}\right]_{r=r_{0}+d r}-\left[r J_{r}\right]_{r=r_{0}}}{r_{0} d r}+\lim _{d \phi \rightarrow 0} \frac{\left[J_{\phi}\right]_{\phi=\phi_{0}+d \phi}-\left[J_{\phi}\right]_{\phi=\phi_{0}}}{r_{0} d \phi}  \tag{1-94}\\
& +\lim _{d z \rightarrow 0} \frac{\left[J_{z}\right]_{z=z_{0}+d z}-\left[J_{z}\right]_{z=z_{0}}}{d z} \\
= & \frac{1}{r_{0}}\left[\frac{\partial}{\partial r}\left(r J_{r}\right)\right]_{r=r_{0}}+\frac{1}{r_{0}}\left[\frac{\partial J_{\phi}}{\partial \phi}\right]_{\phi=\phi_{0}}+\left[\frac{\partial J_{z}}{\partial z}\right]_{z=z_{0}} \\
= & {\left[\frac{1}{r} \frac{\partial}{\partial r}\left(r J_{r}\right)+-\frac{1}{r} \frac{\partial J_{\phi}}{\partial \phi}+\frac{\partial J_{z}}{\partial z}\right]_{\left(r_{0}, \phi \phi_{0}, z_{0}\right)} }
\end{align*}
$$

Now, since (1-94) is valid for any ( $r_{0}, \phi_{0}, z_{0}$ ), we can generalize (1-94) by stating that at any point $(r, \phi, z)$,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}=-\frac{1}{r} \frac{\partial}{\partial r}\left(r J_{r}\right)+-\frac{1}{r} \frac{\partial J_{\phi}}{\partial \dot{\phi}}+\frac{\partial J_{z}}{\partial z} \tag{1-95}
\end{equation*}
$$

Similar expressions for the divergence can be derived in the cartesian and
spherical coordinate systems by repeating the procedure followed for the cylindrical coordinate system. The resulting expressions are as follows:

Cartesian coordinates:

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}=\frac{\partial J_{x}}{\partial x}+\frac{\partial J_{y}}{\partial y}+\frac{\partial J_{z}}{\partial z} \tag{1-96}
\end{equation*}
$$

Spherical coordinates:

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} J_{r}\right)+\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta J_{\theta}\right)+\frac{1}{r \sin \theta} \frac{\partial J_{\phi}}{\partial \phi} \tag{1-97}
\end{equation*}
$$

By rewriting (1-96) as

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}=\left(\frac{\partial}{\partial x} \mathbf{i}_{x}+\frac{\partial}{\partial y} \mathbf{i}_{y}+\frac{\partial}{\partial z} \mathbf{i}_{z}\right) \cdot\left(J_{x} \mathbf{i}_{x}+J_{y} \mathbf{i}_{y}+J_{z} \mathbf{i}_{z}\right) \tag{1-98}
\end{equation*}
$$

we note why the divergence of $\mathbf{J}$ is written as $\nabla \cdot \mathbf{J}$.
We will now derive a theorem which relates the closed surface integral $\oint_{S} \mathbf{J} \cdot d \mathbf{S}$ to a volume integral evaluated in the volume $V$ bounded by $S$. To do this, let us divide the volume $V$ into a large number of infinitesimal volumes $d v_{1}, d v_{2}, d v_{3}, \ldots$ having surfaces $\Delta S_{1}, \Delta S_{2}, \Delta S_{3}, \ldots$, respectively. For each infinitesimal volume, we can assume $\boldsymbol{\nabla} \cdot \mathbf{J}$ to be uniform and equal to the value it approaches in the limit the volume shrinks to a point. According to definition, $\boldsymbol{\nabla} \cdot \mathbf{J}$ is the flux of the quantity, represented by $\dot{\mathbf{J}}$, per unit volume in the limit that the volume shrinks to a vanishingly small value. Now, let us consider one of the infinitesimal volumes $d v_{1}$ with its associated surface $\Delta S_{1}$ and vector $J_{1}$. The total flux emanating from this volume is equal to $(\boldsymbol{\nabla} \cdot \mathbf{J})_{1} d v_{1}$ where $(\boldsymbol{\nabla} \cdot \mathbf{J})_{1}$ is the value of $\nabla \cdot \mathbf{J}$ evaluated in that volume. But, from the concept of surface integral, this flux is also equal to
$\oint_{\Delta S_{1}} \mathbf{J}_{\mathbf{1}} \cdot d \mathbf{S}$. Thus

$$
\begin{equation*}
(\boldsymbol{\nabla} \cdot \mathbf{J})_{1} d v_{1}=\oint_{\Delta S_{1}} \mathbf{J}_{1} \cdot d \mathbf{S} \tag{1-99}
\end{equation*}
$$

By writing similar expressions for all the other infinitesimal volumes and adding them up, we obtain

$$
\begin{align*}
& (\boldsymbol{\nabla} \cdot \mathbf{J})_{1} d v_{1}+(\boldsymbol{\nabla} \cdot \mathbf{J})_{2} d v_{2}+(\boldsymbol{\nabla} \cdot \mathbf{J})_{3} d v_{3}+\cdots \\
& \quad=\oint_{\Delta S_{1}} \mathbf{J}_{1} \cdot d \mathbf{S}+\oint_{\Delta S_{2}} \mathbf{J}_{2} \cdot d \mathbf{S}+\oint_{\Delta S_{3}} \mathbf{J}_{3} \cdot d \mathbf{S}+\cdots \tag{1-100}
\end{align*}
$$

But the right side of $(1-100)$ is equal to $\oint_{S} \mathbf{J} \cdot d \mathbf{S}$, since contributions from all the surfaces and portions of the surfaces inside the boundary of the volume $V$ cancel, leaving a net integral over the surface bounding the volume $V$. Equation (1-100) then becomes

$$
\begin{equation*}
\sum_{i}(\boldsymbol{\nabla} \cdot \mathbf{J})_{i} d v_{i}=\oint_{S} \mathbf{J} \cdot d \mathbf{S} \tag{1-101}
\end{equation*}
$$

Equation (1-101) is approximate since the assumption of uniform $\nabla \cdot J$
inside any infinitesimal volume is true only in the limit that the volume shrinks to a point. In this limit, the summation in (1-101) becomes an integral, giving us

$$
\begin{equation*}
\int_{V}(\boldsymbol{\nabla} \cdot \mathbf{J}) d v=\oint_{S} \mathbf{J} \cdot d \mathbf{S} \tag{1-102}
\end{equation*}
$$

where the integration is performed throughout the volume $V$ bounded by $S$. The result represented by (1-102) is known as the divergence theorem. It permits the replacement of a surface integration by a volume integration and vice versa.

Example 1-16. In Example 1-14 we evaluated a surface integral to find the current flowing out of a box. It is now desired to compute the same quantity by using the divergence theorem and performing a volume integration.

According to the divergence theorem (1-102), the current flowing out of the box of Fig. 1.23 is $\int_{V}(\nabla \cdot \mathbf{J}) d v$, where $V$ is the volume of the box and $\mathbf{J}$ is the current density vector specified in Example 1-14. For this current density vector, the divergence is equal to 5 . Hence

$$
\begin{aligned}
\oint_{S} \mathbf{J} \cdot d \mathbf{S}=\int_{V}(\nabla \cdot \mathbf{J}) d v & =\int_{V} 5 d v=5 \int_{V} d v \\
& =5(\text { volume of the box }) \\
& =5 \times\left(\frac{1 \times 2 \times 3}{2}\right)=15 \mathrm{amp}
\end{aligned}
$$

This result agrees with the result of Example 1-14.

### 1.9 Curl and Stokes' Theorem

In Section 1.7 we introduced the concept of circulation or line integral around a closed path. Let us consider an infinitesimal area $\Delta S$ in the field of a vector $\mathbf{F}$ and orient it such that the circulation $\oint \mathbf{F} \cdot d \mathbf{l}$ around the periphery $\Delta C$ of the area is a maximum. Let $\mathbf{i}_{n}$ be the unit vector normal to the area for that particular orientation. Then we define a vector quantity known as the "curl" of $\mathbf{F}$, having the symbol "del cross" as

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{F}=\lim _{\Delta S \rightarrow 0} \frac{\oint_{\Delta C} \mathbf{F} \cdot d \mathbf{l}}{\Delta S} \mathbf{i}_{n} \tag{1-103}
\end{equation*}
$$

We note that in the limit $\Delta S \rightarrow 0$, although $\oint_{\Delta C} \mathbf{F} \cdot d \mathbf{l}$ may tend to zero, $\boldsymbol{\nabla} \times \mathbf{F}$ can be nonzero. The line integral in (1-103) is evaluated by traversing the perimeter of the area $\Delta S$ on the side of the unit vector $\mathbf{i}_{n}$ in such a direction that the area is on the left, as shown in Fig. 1.27. This is the same as the direction in which a right-hand screw turns as it advances in the direction of the normal vector. Just as the divergence of a vector is associated with a point in space, the curl of a vector is also associated with a point in space, in view of the limit on the right side of (1-103). Whereas
the divergence of a vector is a scalar, the curl of a vector is another vector. The magnitude of this vector is the circulation per unit area as the area shrinks to a point, maintaining in this process an orientation of the area such that the circulation around its periphery is a maximum. The direction of the vector is the direction which the normal vector to the area assumes as the area shrinks to the point.


Fig. 1.27. Illustrating the sense of traversal around the periphery of area $\Delta S$ to evaluate the line integral in (1-103).

Later in this section we will explore the physical significance of curl, but first let us obtain the expressions for the curl of a vector in terms of the components of the vector. To do this, we first wish to show that the components of the curl of a vector at a point are simply the circulations per unit area at that point with the areas oriented normal to the corresponding coordinate axes.

Let us consider an infinitesimal plane area $A B C$, as shown in Fig. 1.28, such that its normal vector $\mathbf{i}_{n}$ is oriented in an arbitrary direction in the field of the vector $\mathbf{F}$. We can write

$$
\begin{equation*}
\oint_{A B C A} \mathbf{F} \cdot d \mathbf{l}=\oint_{A B O A} \mathbf{F} \cdot d \mathbf{l}+\oint_{B C O B} \mathbf{F} \cdot d \mathbf{l}+\oint_{C A O C} \mathbf{F} \cdot d \mathbf{l} \tag{1-104}
\end{equation*}
$$

since the contribution to the integrals on the right side from the paths between $O$ and $A, O$ and $B$, and $O$ and $C$ cancel. Dividing both sides of (1-104) by the area $A B C$, we get

$$
\begin{equation*}
\frac{\oint_{A B C A} \mathbf{F} \cdot d \mathbf{l}}{\text { area } A B C}=\frac{\oint_{A B O A} \mathbf{F} \cdot d \mathbf{l}}{\text { area } A B C}+\frac{\oint_{B C O B} \mathbf{F} \cdot d \mathbf{l}}{\text { area } A B C}+\frac{\oint_{C A O C} \mathbf{F} \cdot d \mathbf{l}}{\text { area } A B C} \tag{1-105}
\end{equation*}
$$

With the relationships

$$
\begin{align*}
& \text { area } A O B=(\text { area } A B C) \mathbf{i}_{n} \cdot \mathbf{i}_{z}  \tag{1-106a}\\
& \text { area } B O C=(\text { area } A B C) \mathbf{i}_{n} \cdot \mathbf{i}_{x}  \tag{1-106b}\\
& \text { area } C O A=(\text { area } A B C) \mathbf{i}_{n} \cdot \mathbf{i}_{y} \tag{1-106c}
\end{align*}
$$



Fig. 1.28. For showing that the components of the curl of a vector at a point are the circulations per unit area at that point with the areas oriented normal to the corresponding coordinate axes.
(1-105) can be written as

$$
\left.\begin{array}{rl}
\frac{\oint_{A B C A} \mathbf{F} \cdot d \mathbf{l}}{\text { area } A B C} & =\frac{\oint_{A B O A} \mathbf{F} \cdot d \mathbf{l}}{\text { area } A O B} \mathbf{i}_{n} \cdot \mathbf{i}_{z}+\frac{\oint_{B C O B} \mathbf{F} \cdot d \mathbf{l}}{\text { area } B O C} \mathbf{i}_{n} \cdot \mathbf{i}_{x}+\frac{\oint_{C A O C} \mathbf{F} \cdot d \mathbf{l}}{\text { area } C O A} \mathbf{i}_{n} \cdot \mathbf{i}_{y} \\
& =\mathbf{i}_{n} \cdot\left(\frac{\oint_{A B O A} \mathbf{F} \cdot d \mathbf{l}}{\text { area } A O B} \mathbf{i}_{z}+\frac{\oint_{B C O B} \mathbf{F} \cdot d \mathbf{l}}{\text { area } B O C} \mathbf{i}_{x}+\frac{\oint_{C A O C} \mathbf{F} \cdot d \mathbf{l}}{\text { area } C O A} \mathbf{i}_{y}\right. \tag{1-107}
\end{array}\right)
$$

Taking the limit of both sides of (1-107) as the area $A B C \rightarrow 0$, we have

$$
\left.\begin{array}{rl}
\lim _{A B C \rightarrow 0} \frac{\oint_{A B C A} \mathbf{F} \cdot d \mathbf{l}}{\operatorname{area} A B C}= & \mathbf{i}_{n} \cdot\left(\lim _{A O B \rightarrow 0} \frac{\oint_{A B O A} \mathbf{F} \cdot d \mathbf{l}}{\operatorname{area} A O B} \mathbf{i}_{z}\right.  \tag{1-108}\\
& +\lim _{B O C \rightarrow 0} \frac{\oint_{B C O B} \mathbf{F} \cdot d \mathbf{l}}{\operatorname{area} B O C} \mathbf{i}_{x}+\lim _{C O A \rightarrow 0} \frac{\oint_{C A O C} \mathbf{F} \cdot d \mathbf{l} \mathbf{l}}{\operatorname{area} C O A} \mathbf{i}_{y}
\end{array}\right)
$$

The magnitude of $\nabla \times \mathbf{F}$ is the maximum possible value of

$$
\lim _{A B C \rightarrow 0} \frac{\oint_{A B C A} \mathbf{F} \cdot d \mathbf{l}}{\operatorname{area} A B C}
$$

that is, the maximum possible value of the quantity on the left side of (1-108). The maximum value of this quantity occurs when the orientation of $\mathbf{i}_{n}$ coincides with the direction of the vector inside the parentheses on the right side of (1-108). It then follows that this maximum value is the magnitude of the vector inside the parentheses. Hence the vector inside the parentheses on the right side of (1-108) is indeed $\nabla \times \mathbf{F}$. Thus the components of $\nabla \times \mathbf{F}$ are simply the circulations per unit area at the point of interest with the areas oriented normal to the corresponding unit vectors and as these areas are shrunk to the point. Although the foregoing proof is carried out for the cartesian coordinate system, it is obvious that it is valid for any orthogonal coordinate system since the unit vectors in Fig. 1.28 can be replaced by any orthogonal set of unit vectors.

We will now derive the expressions for the components of $\boldsymbol{\nabla} \times \mathbf{F}$. Let us choose the spherical coordinate system for this purpose. To obtain the $r$ component, we consider an infinitesimal area $a b c d$ normal to the unit vector $\mathbf{i}_{r}$ at point $P(r, \theta, \phi)$, as shown in Fig. 1.29(a). From our experience in deriving the expressions for the divergence in Section 1.8, there is no need to consider a point $\left(r_{0}, \theta_{0}, \phi_{0}\right)$ and then generalize the result. Expressing $\mathbf{F}$ in terms of its components in spherical coordinates, we have

$$
\begin{equation*}
\mathbf{F}=F_{r} \mathbf{i}_{r}+F_{\theta} \mathbf{i}_{\theta}+F_{\mathbf{\phi}^{\prime}} \mathbf{i}_{\phi} \tag{1-109}
\end{equation*}
$$

Then we evaluate the circulation of $\mathbf{F}$ around the path $a b c d$ in Fig. 1.29(a), divide the circulation by the area of $a b c d$, and find the limit of the resulting


Fig. 1.29. For obtaining the expression for the curl of a vector in spherical coordinates.
quantity as the area $a b c d$ tends to zero. The circulation of $\mathbf{F}$ around $a b c d$ is the sum of four line integrals, evaluated along the four sides of the area $a b c d$. For each side, we can assume that $\mathbf{F}$ is constant since the lengths are infinitesimal. Only one of the three components of $\mathbf{F}$ contribute to the line integral involving any particular side since the other two components are normal to the path. Thus the line integral along any side is simply the product of the length of the side and the tangential component of the $\mathbf{F}$ vector evaluated along that side or its negative, depending upon whether the component is directed along or opposite to the path of integration. In this manner, we obtain

$$
\begin{align*}
& \int_{a}^{b} \mathbf{F} \cdot d \mathbf{l}=\left[F_{\theta}\right]_{\phi} r d \theta  \tag{1-110}\\
& \int_{b}^{c} \mathbf{F} \cdot d \mathbf{l}=\left[F_{\phi}\right]_{\theta+d \theta} r \sin (\theta+d \theta) d \phi  \tag{1-111}\\
& \int_{c}^{d} \mathbf{F} \cdot d \mathbf{l}=-\left[F_{\theta}\right]_{\phi+d \phi} r d \theta  \tag{1-112}\\
& \int_{d}^{a} \mathbf{F} \cdot d \mathbf{l}=-\left[F_{\phi}\right]_{\theta} r \sin \theta d \phi \tag{1-113}
\end{align*}
$$

From (1-110)-(1-113) we have

$$
\begin{align*}
\oint_{a b c d a} \mathbf{F} \cdot d \mathbf{l}= & \int_{a}^{b} \mathbf{F} \cdot d \mathbf{l}+\int_{b}^{c} \mathbf{F} \cdot d \mathbf{l}+\int_{c}^{d} \mathbf{F} \cdot d \mathbf{l}+\int_{d}^{a} \mathbf{F} \cdot d \mathbf{l} \\
= & \left\{\left[F_{\theta}\right]_{\phi}-\left[F_{\theta}\right]_{\phi+d \phi}\right\} r d \theta \\
& +\left\{\left[F_{\phi}\right]_{\theta+d \theta} \sin (\theta+d \theta)-\left[F_{\phi}\right]_{\theta} \sin \theta\right\} r d \phi  \tag{1-114}\\
= & \left\{\left[F_{\theta}\right]_{\phi}-\left[F_{\theta}\right]_{\phi+d \phi}\right\} r d \theta \\
& +\left\{\left[F_{\phi} \sin \theta\right]_{\theta+d \theta}-\left[F_{\phi} \sin \theta\right]_{\theta}\right\} r d \phi
\end{align*}
$$

Dividing both sides of (1-114) by area $a b c d=r^{2} \sin \theta d \theta d \phi$ and taking the limit as the area tends to zero, we have

$$
\begin{align*}
\lim _{a b c d \rightarrow 0} \frac{\oint_{a b c d a} \mathbf{F} \cdot d \mathbf{l}}{\operatorname{area} a b c d}= & \lim _{\substack{d \theta \rightarrow 0 \\
d \phi \rightarrow 0}} \frac{\left\{\left[F_{\theta}\right]_{\phi}-\left[F_{\theta}\right]_{\phi+d \phi}\right\} r d \theta}{r^{2} \sin \theta d \theta d \phi} \\
& +\lim _{\substack{d \theta \rightarrow 0 \\
d \phi \rightarrow 0}} \frac{\left\{\left[F_{\phi} \sin \theta\right]_{\theta+d \theta}-\left[F_{\phi} \sin \theta\right]_{\theta}\right\} r}{r^{2} \sin \theta d \theta d \phi}  \tag{1-115}\\
= & -\frac{1}{r \sin \theta} \frac{\partial F_{\theta}}{\partial \phi}+\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta F_{\phi}\right)
\end{align*}
$$

Similarly, to derive the $\theta$ component of $\nabla \times \mathbf{F}$, we consider an infinitesimal area adfg normal to the unit vector $\mathbf{i}_{\theta}$ at point $P(r, \theta, \phi)$, as shown in Fig. 1.29 (b), and evaluate the circulation around the periphery of this area. Following in the same manner as for the $r$ component of $(\nabla \times \mathbf{F})$, we have

$$
\begin{align*}
\oint_{a d f_{g} a} \mathbf{F} \cdot d \mathbf{l}= & {\left[F_{\phi}\right]_{r} r \sin \theta d \phi+\left[F_{r}\right]_{\phi+d \phi} d r } \\
& -\left[F_{\phi}\right]_{r+d r}(r+d r) \sin \theta d \phi-\left[F_{r}\right]_{\phi} d r \\
= & \left\{\left[r F_{\phi}\right]_{r}-\left[r F_{\phi}\right]_{r+d r}\right\} \sin \theta d \phi  \tag{1-116}\\
& +\left\{\left[F_{r}\right]_{\phi+d \phi}-\left[F_{r}\right]_{\phi}\right\} d r
\end{align*}
$$

Noting that area $a d f g=r \sin \theta d r d \phi$, we obtain

$$
\begin{align*}
\lim _{a d f g \rightarrow 0} \frac{\oint_{a d f g a} \mathbf{F} \cdot d \mathbf{l}}{\text { area } a d f g}= & \lim _{\substack{d r \rightarrow 0 \\
d \phi \rightarrow 0}} \frac{\left\{\left[r F_{\phi}\right]_{r}-\left[r F_{\phi}\right]_{r+d r}\right\} \sin \theta d \phi}{r \sin \theta d r d \phi} \\
& +\lim _{\substack{d r \rightarrow 0 \\
d \phi \rightarrow 0}} \frac{\left\{\left[F_{r}\right]_{\phi+d \phi}-\left[F_{r}\right]_{\phi}\right\} d r}{r \sin \theta d r d \phi}  \tag{1-117}\\
= & -\frac{1}{r} \frac{\partial}{\partial r}\left(r F_{\phi}\right)+\frac{1}{r \sin \theta} \frac{\partial F_{r}}{\partial \phi}
\end{align*}
$$

Finally, to obtain the $\phi$ component of $\nabla \times F$, we choose an infinitesimal area $a g h b$ normal to the unit vector $\mathbf{i}_{\phi}$ at point $P(r, \theta, \phi)$, as shown in Fig. 1.29(c), and evaluate the circulation around the periphery of this area. Following in the same manner as for the $r$ and $\theta$ components of $\boldsymbol{\nabla} \times \mathbf{F}$, we have

$$
\begin{align*}
\oint_{a g h b a} \mathbf{F} \cdot d \mathbf{l}= & {\left[F_{r}\right]_{\theta} d r+\left[F_{\theta}\right]_{r+d r}(r+d r) d \theta-\left[F_{r}\right]_{\theta+d \theta} d r-\left[F_{\theta}\right]_{r} r d \theta } \\
= & \left\{\left[F_{r}\right]_{\theta}-\left[F_{r}\right]_{\theta+d \theta}\right\} d r  \tag{1-118}\\
& +\left\{\left[r F_{\theta}\right]_{r+d r}-\left[r F_{\theta}\right]_{r}\right\} d \theta
\end{align*}
$$

Noting that area $a g h b=r d r d \theta$, we obtain

$$
\begin{align*}
\lim _{a g h b \rightarrow 0} \frac{\oint_{a z h b a} \cdot \mathbf{F} \cdot d \mathbf{l}}{\text { area } a g h b}= & \lim _{\substack{d r \rightarrow 0 \\
d \rightarrow \rightarrow 0}} \frac{\left\{\left[F_{r}\right]_{\theta}-\left[F_{r}\right]_{\theta+d \theta}\right\} d r}{r d r d \theta} \\
& +\lim _{\substack{d r \rightarrow 0 \\
d \theta \rightarrow 0}} \frac{\left\{\left[r F_{\theta}\right]_{r+d r}-\left[r F_{\theta}\right]_{r}\right\} d \theta}{r d r d \theta}  \tag{1-119}\\
& =-\frac{1}{r} \frac{\partial F_{r}}{\partial \theta}+\frac{1}{r} \frac{\partial}{\partial r}\left(r F_{\theta}\right)
\end{align*}
$$

Thus, in the spherical coordinate system, we note that

$$
\begin{align*}
\boldsymbol{\nabla} \times \mathbf{F}= & \frac{1}{r \sin \theta}\left[\frac{\partial}{\partial \theta}\left(\sin \theta F_{\phi}\right)-\frac{\partial F_{\theta}}{\partial \phi}\right] \mathbf{i}_{r} \\
& +\frac{1}{r}\left[\frac{1}{\sin \theta} \frac{\partial F_{r}}{\partial \phi}-\frac{\partial}{\partial r}\left(r F_{\phi}\right)\right] \mathbf{i}_{\theta}+\frac{1}{r}\left[\frac{\partial}{\partial r}\left(r F_{\theta}\right)-\frac{\partial F_{r}}{\partial \theta}\right] \mathbf{i}_{\phi} \\
= & \left|\begin{array}{ccc}
\frac{\mathbf{i}_{r}}{r^{2} \sin \theta} & \frac{\mathbf{i}_{\theta}}{r \sin \theta} & \frac{\mathbf{i}_{\phi}}{r} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \phi} \\
F_{r} & r F_{\theta} & r \sin \theta F_{\phi}
\end{array}\right| \tag{1-120}
\end{align*}
$$

Similar expressions for the curl can be derived in the cartesian and cylindrical coordinate systems by repeating the procedure followed for the spherical coordinate system. The resulting expressions are as follows:

Cartesian coordinates:

$$
\boldsymbol{\nabla} \times \mathbf{F}=\left|\begin{array}{ccc}
\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z}  \tag{1-121}\\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
F_{x} & F_{y} & F_{z}
\end{array}\right|
$$

Cylindrical coordinates:

$$
\boldsymbol{\nabla} \times \mathbf{F}=\left|\begin{array}{lll}
\frac{\mathbf{i}_{r}}{r} & \mathbf{i}_{\phi} & \frac{\mathbf{i}_{z}}{r}  \tag{1-122}\\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \phi} & \frac{\partial}{\partial z} \\
F_{r} & r F_{\phi} & F_{z}
\end{array}\right|
$$

The form of the right side of (1-121) explains why the curl of $\mathbf{F}$ is written as $\nabla \times \mathbf{F}$.

Let us now discuss briefly the physical significance of curl. To do this, we will use the concept of the curl meter or the paddle wheel as suggested by Skilling (see bibliography). Consider a stream of rectangular cross section carrying water in the $z$ direction, as shown in Fig. 1.30(a). Assume the velocity $v$ of the water to be independent of height but increasing uniformly from a value of zero at the banks to a maximum value of $v_{0}$ at the center. Thus

$$
\mathbf{v}= \begin{cases}v_{0} \frac{y}{a} \mathbf{i}_{z} & \text { for } 0<y<a  \tag{1-123}\\ v_{0} \frac{2 a-y}{a} \mathbf{i}_{z} & \text { for } a<y<2 a\end{cases}
$$

The curl of the velocity vector is given by

$$
\begin{align*}
\boldsymbol{\nabla} \times \mathbf{v} & =\left|\begin{array}{ccc}
\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
0 & 0 & v_{z}
\end{array}\right| . \\
& =\frac{\partial v_{z} \mathbf{i}_{x}-\frac{\partial v_{z}}{\partial y} \mathbf{i}_{y}}{\partial x}  \tag{1-124}\\
& = \begin{cases}\frac{v_{0}}{a} \mathbf{i}_{x} & 0<y<a \\
-\frac{v_{0}}{a} \mathbf{i}_{x} & a<y<2 a\end{cases}
\end{align*}
$$

Sketches of $v_{z}$ and $(\nabla \times \mathbf{v})_{x}$ are shown in Figs. 1.30(b) and (c), respectively. Now, let us consider a frictionless paddle wheel having negligible influence on the velocity of the water and introduce it into the water with its shaft


Fig. 1.30. For explaining the physical significance of curl using the paddle-wheel device.
vertical, that is, parallel to the $x$ axis. It will turn in the counterclockwise direction on the left side of the center of the stream and in the clockwise direction on the right side of the center, as shown in Fig. 1.30(d). Moreover, since the velocity differential is independent of $y$, it will turn at the same rate independent of $y$. In exactly the midstream, it will not turn since the velocities on either side are equal and are in the same direction. Now, if we examine the graph of $(\nabla \times \mathbf{v})_{x}$ and compare it with the action of the paddle wheel, the physical meaning of curl is apparent. It signifies the ability of the vector field to rotate the paddle wheel. If we insert the paddle wheel horizontally, that is, along the $z$ axis or along the $y$ axis or in any other direction parallel to the $y z$ plane, it will not rotate since the top and bottom plates are hit with the same force, thus indicating that the curl for this field has no horizontal component, as indeed the expression (1-124) shows. The curl has nothing to do with curvature or curling flow as the name might imply. We
have already seen in the example just discussed that a vector field whose direction lines are straight lines has a nonzero curl. Likewise, it is possible to have vector fields whose direction lines are curved but with zero curl. As an example, consider the field given in cylindrical coordinates by

$$
\begin{equation*}
\mathbf{F}=\frac{1}{r} \mathbf{i}_{\phi} \tag{1-125}
\end{equation*}
$$

For this vector field, (1-122) gives

$$
\nabla \times \mathbf{F}= \begin{cases}0 & \text { everywhere except at } r=0  \tag{1-126}\\ \infty \mathbf{i}_{z} & \text { at } r=0\end{cases}
$$

This can be explained by referring to Fig. 1.31. Although the magnitude of the force on the right side of the center of the paddle wheel is less than on the left side, there are more blades hit by the force on the right side, thereby keeping the paddle wheel still. At $r=0$, however, there is circular motion of the fluid which turns the paddle wheel.


Fig. 1.31. An exaggerated picture of a paddle wheel in the field $(1 / r) \mathbf{i}_{\phi}$.

Two important identities involving curl are

$$
\begin{array}{r}
\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{F} \equiv 0 \\
\boldsymbol{\nabla} \times \boldsymbol{\nabla} V \equiv 0 \tag{1-128}
\end{array}
$$

The first identity states that the divergence of any vector which can be expressed as the curl of another vector is zero, whereas the second identity states that the curl of any vector which can be expressed as the gradient of a scalar is zero. These relations can be derived simply by carrying out the vector operations indicated by the left sides of (1-127) and (1-128). Conversely, if the divergence of a vector is zero, it can be expressed as the curl of a vector and if the curl of a vector is zero, it can be expressed as the gradient of a scalar.

We will now derive a theorem which relates the closed line integral
$\oint \mathbf{F} \cdot d \mathbf{l}$ to a surface integral evaluated over any surface bounded by the closed path. To do this, let us consider in the field of the vector $\mathbf{F}$ a contour $C$ which is the boundary of a surface $S$, not necessarily plane, as shown in Fig. 1.32. Let us divide the surface $S$ into a large number of infinitesimal areas $d S_{1}, d S_{2}, d S_{3}, \ldots$ bounded by contours $\Delta C_{1}, \Delta C_{2}, \Delta C_{3}, \ldots$, respectively. For each infinitesimal area, we can assume $\boldsymbol{\nabla} \times \mathbf{F}$ to be uniform and equal to the value it approaches in the limit the area shrinks to a point. According to definition, $\boldsymbol{\nabla} \times \mathbf{F}$ is the maximum circulation of $\mathbf{F}$ per unit area at a point. If an infinitesimal area $d S$ is oriented such that its normal vector is in the direction of $\boldsymbol{\nabla} \times \mathbf{F}$, the circulation around the periphery of that infinitesimal area is $(\nabla \times \mathbf{F}) d S$. If the infinitesimal area has some other orientation, we have to take the component of $\nabla \times F$ along the normal vector to that area and multiply by the area to obtain the circulation.

Fig. 1.32. Division of a surface $S$ bounded by a contour $C$ into a number of infinitesimal areas to derive Stokes' theorem.


Let us then consider one of the infinitesimal areas $d S_{1}$ with its associated vector $F_{1}$. The circulation around the contour $\Delta C_{1}$ bounding this infinitesimal area is equal to $(\boldsymbol{\nabla} \times \mathbf{F})_{1} \cdot \mathbf{i}_{n 1} d S_{1}$, where $\mathbf{i}_{n 1}$ is the unit normal vector to $d S_{1}$ oriented in accordance with the convention shown in Fig. 1.27 and $(\boldsymbol{\nabla} \times \mathbf{F})_{1}$ is the value of $\boldsymbol{\nabla} \times \mathbf{F}$ evaluated over that area. But, from the concept of line integral, this circulation is also equal to $\oint_{\Delta c_{1}} \mathbf{F}_{1} \cdot d \mathbf{l}$. Thus

$$
\begin{equation*}
(\nabla \times \mathbf{F})_{1} \cdot \mathbf{i}_{n 1} d S_{1}=\oint_{\Delta C_{1}} \mathbf{F}_{1} \cdot d \mathbf{l} \tag{1-129}
\end{equation*}
$$

By writing similar expressions for all the other infinitesimal areas and adding them up, we obtain

$$
\begin{align*}
& (\mathbf{\nabla} \times \mathbf{F})_{1} \cdot \mathbf{i}_{n 1} d S_{1}+(\mathbf{\nabla} \times \mathbf{F})_{2} \cdot \mathbf{i}_{n 2} d S_{2}+(\mathbf{\nabla} \times \mathbf{F})_{3} \cdot \mathbf{i}_{n 3} d S_{3}+\cdots \\
& \quad=\oint_{\Delta C_{1}} \mathbf{F}_{1} \cdot d \mathbf{l}+\oint_{\Delta C_{2}} \mathbf{F}_{2} \cdot d \mathbf{l}+\oint_{\Delta C_{3}} \mathbf{F}_{3} \cdot d \mathbf{l}+\cdots \tag{1-130}
\end{align*}
$$

But the right side of (1-130) is equal to $\oint_{C} \mathbf{F} \cdot d \mathbf{l}$, since contributions from all the contours and portions of the contours inside the periphery of the surface $S$ cancel, leaving a net integral around the periphery. Equation (1-130) then becomes

$$
\begin{equation*}
\sum_{j}(\mathbf{V} \times \mathbf{F})_{j} \cdot \mathbf{i}_{n j} d S_{j}=\oint_{C} \mathbf{F} \cdot d \mathbf{l} \tag{1-131}
\end{equation*}
$$

Equation (1-131) is approximate since the assumption of uniform $\boldsymbol{\nabla} \times \mathbf{F}$ over any infinitesimal area is true only in the limit that the area shrinks to zero. In this limit, the summation in (1-131) becomes an integral, giving us

$$
\begin{equation*}
\int_{S}(\nabla \times \mathbf{F}) \cdot \mathbf{i}_{n} d S=\oint_{C} \mathbf{F} \cdot d \mathbf{l} \tag{1-132}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{S}(\boldsymbol{\nabla} \times \mathbf{F}) \cdot d \mathbf{S}=\oint_{C} \mathbf{F} \cdot d \mathbf{l} \tag{1-133}
\end{equation*}
$$

where we have absorbed the unit vector $\mathbf{i}_{n}$ into the vector $d \mathbf{S}$. The result represented by (1-132) is known as Stokes' theorem. It permits the replacement of a line integration by a surface integration and vice versa. In ( $1-132$ ) and ( $1-133$ ), the sense of traversal around $C$ must be such that the area on the side of the normal vector $i_{n}$ is on the left.

Example 1-17. In Example 1-15 we used line integration to evaluate the work done by a force vector around a closed path. It is now desired to compute the same quantity by performing a surface integration.

According to Stokes' theorem, the work done by the force vector is $\int_{S}(\boldsymbol{\nabla} \times \mathbf{F}) \cdot \mathbf{i}_{n} d S$, where $S$ is the surface bounded by the closed path and F is the force vector specified in Example 1-15. For this force vector, the curl is equal to $-2 \mathbf{i}_{z}$. The normal vector $\mathbf{i}_{n}$ must be chosen such that it is on the left side while traversing the path specified in Example 1-15. Hence $\mathbf{i}_{n}=-\mathbf{i}_{z}$, and

$$
\begin{aligned}
\int_{a b c d e f g}(\nabla \times \mathbf{F}) \cdot \mathbf{i}_{n} d S & =\int_{a b c d e f g}\left(-2 \mathbf{i}_{z}\right) \cdot\left(-\mathbf{i}_{z}\right) d S \\
& =2(\text { area } a b c d e f g) \\
\text { area } a b c d e f g & =\frac{2}{3}+\frac{\sqrt{2}-1}{2}+\frac{1}{2}+\frac{1}{4}+\ln 2=2.317
\end{aligned}
$$

Thus

$$
\oint_{a b c d e f g a} \mathbf{F} \cdot d \mathbf{l}=\int_{a b c d e f g}(\boldsymbol{\nabla} \times \mathbf{F}) \cdot \mathbf{i}_{n} d S=2(2.317)=4.634
$$

This result agrees with the result of Example 1-15.

### 1.10 The Laplacian

In Sections 1.6, 1.8, and 1.9 we introduced gradient, divergence, and curl, respectively. Gradient is an operation performed only on scalar functions, whereas divergence and curl are operations performed only on vector functions. In this section we will introduce another operation, known as the Laplacian, which is performed both on scalar and vector functions.

## a. The Laplacian of a Scalar.

The Laplacian of a scalar function $V$ is defined as the divergence of the gradient of $V$. The gradient of $V$ is a vector and the divergence of a vector is a scalar. Hence the Laplacian of a scalar results in a scalar. The Laplacian operation has the symbol $\nabla^{2}$. Thus

$$
\begin{equation*}
\nabla^{2} V=\nabla \cdot \nabla V \tag{1-134}
\end{equation*}
$$

In cartesian coordinates,

$$
\begin{align*}
\nabla^{2} V & =\left(\frac{\partial}{\partial x} \mathbf{i}_{x}+\frac{\partial}{\partial y} \mathbf{i}_{y}+\frac{\partial}{\partial z} \mathbf{i}_{z}\right) \cdot\left(\frac{\partial V}{\partial x} \mathbf{i}_{x}+\frac{\partial V}{\partial y} \mathbf{i}_{y}+\frac{\partial V}{\partial z} \mathbf{i}_{z}\right) \\
& =\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}} \tag{1-135}
\end{align*}
$$

Similarly, expressions for $\nabla^{2} V$ can be derived in other coordinate systems. These expressions are as follows:

Cylindrical coordinates:

$$
\begin{equation*}
\nabla^{2} V=\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial V}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} V}{\partial \phi^{2}}+\frac{\partial^{2} V}{\partial z^{2}} \tag{1-136}
\end{equation*}
$$

Spherical coordinates:

$$
\begin{equation*}
\nabla^{2} V=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial V}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} V}{\partial \phi^{2}} \tag{1-137}
\end{equation*}
$$

## b. The Laplacian of a Vector.

The Laplacian of a vector $\mathbf{A}$ is defined as the gradient of divergence of A minus the curl of curl of $\mathbf{A}$; that is,

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=\nabla(\nabla \cdot \mathbf{A})-\nabla \times \nabla \times \mathbf{A} \tag{1-138}
\end{equation*}
$$

Expansions for $\nabla^{2} \mathbf{A}$ in different coordinate systems can be obtained by carrying out the operations on the right side of $(1-138)$ and simplifying the resulting expressions. The results are as follows:

Cartesian coordinates:

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=\left(\nabla^{2} A_{x}\right) \mathbf{i}_{x}+\left(\nabla^{2} A_{y}\right) \mathbf{i}_{y}+\left(\nabla^{2} A_{z}\right) \mathbf{i}_{z} \tag{1-139}
\end{equation*}
$$

Cylindrical coordinates:

$$
\begin{align*}
\nabla^{2} \mathbf{A}= & \left(\nabla^{2} A_{r}-\frac{A_{r}}{r^{2}}-\frac{2}{r^{2}} \frac{\partial A_{\phi}}{\partial \phi}\right) \mathbf{i}_{r} \\
& +\left(\nabla^{2} A_{\phi}-\frac{A_{\phi}}{r^{2}}+\frac{2}{r^{2}} \frac{\partial \dot{A}_{r}}{\partial \phi}\right) \mathbf{i}_{\phi}  \tag{1-140}\\
& +\left(\nabla^{2} A_{z}\right) \mathbf{i}_{z}
\end{align*}
$$

Spherical coordinates:

$$
\begin{align*}
\nabla^{2} \mathbf{A}= & {\left[\nabla^{2} A_{r}-\frac{2}{r^{2}} A_{r}-\frac{2}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(A_{\theta} \sin \theta\right)-\frac{2}{r^{2} \sin \theta} \frac{\partial A_{\phi}}{\partial \phi}\right] \mathbf{i}_{r} } \\
& +\left(\nabla^{2} A_{\theta}-\frac{A_{\theta}}{r^{2} \sin ^{2} \theta}+\frac{2}{r^{2}} \frac{\partial A_{r}}{\partial \theta}-\frac{2 \cos \theta}{r^{2} \sin ^{2} \theta} \frac{\partial A_{\phi}}{\partial \phi}\right) \mathbf{i}_{\theta}  \tag{1-141}\\
& +\left(\nabla^{2} A_{\phi}-\frac{A_{\phi}}{r^{2} \sin ^{2} \theta}+\frac{2}{r^{2} \sin \theta} \frac{\partial A_{r}}{\partial \phi}+\frac{2 \cos \theta}{r^{2} \sin ^{2} \theta} \frac{\partial A_{\theta}}{\partial \phi}\right) \mathbf{i}_{\phi}
\end{align*}
$$

### 1.11 Some Useful Vector Relations

In this section we will summarize the important vector relations discussed in this chapter and present additional useful vector identities. The following notation is used:

$$
\begin{aligned}
\mathbf{i}_{1}, \mathbf{i}_{2}, \mathbf{i}_{3}= & \text { set of mutually perpendicular unit vectors forming a } \\
& \text { right-hand coordinate system. } \\
u_{1}, u_{2}, u_{3}= & \text { set of three orthogonal coordinates. } \\
d l_{1}, d l_{2}, d l_{3}= & \text { differential displacements along the direction of the unit } \\
& \text { vectors } \mathbf{i}_{1}, \mathbf{i}_{2}, \mathbf{i}_{3}, \text { respectively. } \\
h_{1}, h_{2}, h_{3}= & d l_{1} / d u_{1}, d l_{2} / d u_{2}, d l_{3} / d u_{3} \text { known as the metric coefficients. }
\end{aligned}
$$

Table 1.7 summarizes $u_{1}, u_{2}, u_{3}$ and $h_{1}, h_{2}, h_{3}$ for the three coordinate systems.

TABLE 1.7. Coordinates and Metric Coefficients for the Three Coordinate Systems

|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $h_{1}$ | $h_{2}$ | $h_{3}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Cartesian | $x$ | $y$ | $z$ | 1 | 1 | 1 |
| Cylindrical | $r$ | $\phi$ | $z$ | 1 | $r$ | 1 |
| Spherical | $r$ | $\theta$ | $\phi$ | 1 | $r$ | $r \sin \theta$ |

We will denote the components of a vector $\mathbf{A}$ as $A_{1}, A_{2}$, and $A_{3}$ so that

$$
\mathbf{A}=A_{1} \mathbf{i}_{1}+A_{2} \mathbf{i}_{2}+A_{3} \mathbf{i}_{3}
$$

The following general relations can be written:

$$
\begin{align*}
\mathbf{A} \cdot \mathbf{B} & =A_{1} B_{1}+A_{2} B_{2}+A_{3} B_{3}  \tag{1-142}\\
\mathbf{A} \times \mathbf{B} & =\left|\begin{array}{lll}
\mathbf{i}_{1} & \mathbf{i}_{2} & \mathbf{i}_{3} \\
A_{1} & A_{2} & A_{3} \\
B_{1} & B_{2} & B_{3}
\end{array}\right| \tag{1-143}
\end{align*}
$$

$$
\begin{align*}
\boldsymbol{\nabla} V & =\frac{1}{h_{1}} \frac{\partial V}{\partial u_{1}} \mathbf{i}_{1}+\frac{1}{h_{2}} \frac{\partial V}{\partial u_{2}} \mathbf{i}_{2}+\frac{1}{h_{3}} \frac{\partial V}{\partial u_{3}} \mathbf{i}_{3}  \tag{1-144}\\
\boldsymbol{\nabla} \cdot \mathbf{J} & =\frac{1}{h_{1} h_{2} h_{3}}\left[\frac{\partial}{\partial u_{1}}\left(h_{2} h_{3} J_{1}\right)+\frac{\partial}{\partial u_{2}}\left(h_{3} h_{1} J_{2}\right)+\frac{\partial}{\partial u_{3}}\left(h_{1} h_{2} J_{3}\right)\right]  \tag{1-145}\\
\boldsymbol{\nabla} \times \mathbf{F} & =\left|\begin{array}{lll}
\frac{\mathbf{i}_{1}}{h_{2} h_{3}} & \frac{\mathbf{i}_{2}}{h_{3} h_{1}} & \frac{\mathbf{i}_{3}}{h_{1} h_{2}} \\
\frac{\partial}{\partial u_{1}} & \frac{\partial}{\partial u_{2}} & \frac{\partial}{\partial u_{3}} \\
h_{1} F_{1} & h_{2} F_{2} & h_{3} F_{3}
\end{array}\right|  \tag{1-146}\\
\nabla^{2} V & =\frac{1}{h_{1} h_{2} h_{3}}\left[\frac{\partial}{\partial u_{1}}\left(\frac{h_{2} h_{3}}{h_{1}} \frac{\partial V}{\partial u_{1}}\right)+\frac{\partial}{\partial u_{2}}\left(\frac{h_{3} h_{1}}{h_{2}} \frac{\partial V}{\partial u_{2}}\right)+\frac{\partial}{\partial u_{3}}\left(\frac{h_{1} h_{2}}{h_{3}} \frac{\partial V}{\partial u_{3}}\right)\right] \tag{1-147}
\end{align*}
$$

We will now list some useful vector identities. $U$ and $V$ are scalar functions whereas $\mathbf{A}, \mathbf{B}, \mathbf{C}$, and $\mathbf{D}$ are vectors.

$$
\begin{aligned}
& \mathbf{A} \cdot \mathbf{B} \times \mathbf{C}=\mathbf{B} \cdot \mathbf{C} \times \mathbf{A}=\mathbf{C} \cdot \mathbf{A} \times \mathbf{B} \\
& A \times(B \times C)=B(A \cdot C)-C(A \cdot B) \\
& (\mathbf{A} \times \mathbf{B}) \times \mathbf{C}=\mathbf{B}(\mathbf{A} \cdot \mathbf{C})-\mathbf{A}(\mathbf{B} \cdot \mathbf{C}) \\
& \mathbf{A} \times(\mathbf{B} \times \mathbf{C})+\mathbf{B} \times(\mathbf{C} \times \mathbf{A})+\mathbf{C} \times(\mathbf{A} \times \mathbf{B})=0 \\
& (\mathbf{A} \times \mathbf{B}) \cdot(\mathbf{C} \times \mathbf{D})=(\mathbf{A} \cdot \mathbf{C})(\mathbf{B} \cdot \mathbf{D})-(\mathbf{B} \cdot \mathbf{C})(\mathbf{A} \cdot \mathbf{D}) \\
& (\mathbf{A} \times \mathbf{B}) \times(\mathbf{C} \times \mathbf{D})=(\mathbf{A} \times \mathbf{B} \cdot \mathbf{D}) \mathbf{C}-(\mathbf{A} \times \mathbf{B} \cdot \mathbf{C}) \mathbf{D} \\
& \nabla(U+V)=\nabla U+\nabla V \\
& \boldsymbol{\nabla} \cdot(\mathbf{A}+\mathbf{B})=\boldsymbol{\nabla} \cdot \mathbf{A}+\boldsymbol{\nabla} \cdot \mathbf{B} \\
& \nabla \times(\mathbf{A}+\mathbf{B})=\boldsymbol{\nabla} \times \mathbf{A}+\boldsymbol{\nabla} \times \mathbf{B} \\
& \nabla(U V)=U \nabla V+V \nabla U \\
& \boldsymbol{\nabla} \cdot(U \mathbf{A})=\mathbf{A} \cdot \nabla U+U \boldsymbol{\nabla} \cdot \mathbf{A} \\
& \nabla(\mathbf{A} \cdot \mathbf{B})=\mathbf{A} \times(\boldsymbol{\nabla} \times \mathbf{B})+\mathbf{B} \times(\boldsymbol{\nabla} \times \mathbf{A})+(\mathbf{A} \cdot \boldsymbol{\nabla}) \mathbf{B}+(\mathbf{B} \cdot \boldsymbol{\nabla}) \mathbf{A} \\
& \boldsymbol{\nabla} \cdot(\mathbf{A} \times \mathbf{B})=\mathbf{B} \cdot \boldsymbol{\nabla} \times \mathbf{A}-\mathbf{A} \cdot \boldsymbol{\nabla} \times \mathbf{B} \\
& \nabla \times(U \mathbf{A})=\nabla U \times \mathbf{A}+U \nabla \times \mathbf{A} \\
& \boldsymbol{\nabla} \times(\mathbf{A} \times \mathbf{B})=\mathbf{A} \boldsymbol{\nabla} \cdot \mathbf{B}-\mathbf{B} \boldsymbol{\nabla} \cdot \mathbf{A}+(\mathbf{B} \cdot \boldsymbol{\nabla}) \mathbf{A}-(\mathbf{A} \cdot \boldsymbol{\nabla}) \mathbf{B} \\
& \nabla \cdot \nabla \times \mathbf{A}=0 \\
& \nabla \times \nabla U=0 \\
& \boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{A}=\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{A})-\boldsymbol{\nabla}^{2} \mathbf{A} \\
& \frac{d}{d t}(U \mathbf{A})=U \frac{d \mathbf{A}}{d t}+\frac{d U}{d t} \mathbf{A} \\
& \frac{d}{d t}(\mathbf{A} \cdot \mathbf{B})=\mathbf{A} \cdot \frac{d \mathbf{B}}{d t}+\mathbf{B} \cdot \frac{d \mathbf{A}}{d t} \\
& \frac{d}{d t}(\mathbf{A} \times \mathbf{B})=\mathbf{A} \times \frac{d \mathbf{B}}{d t}+\mathbf{B} \times \frac{d \mathbf{A}}{d t}
\end{aligned}
$$

## PROBLEMS

1.1. For the vectors of Example 1-1, perform the following operations:
(a) $\mathbf{A}-\mathbf{B}$.
(b) $\mathrm{B} / 4+\mathrm{C} / 3$.
(c) $\mathbf{A}-\mathbf{B}+\mathbf{C}$.
(d) $\mathbf{B} \cdot \mathbf{C}$.
(e) $\mathbf{C} \times \mathbf{A}$.
(f) $(\mathbf{A}+\mathbf{B}) \cdot \mathbf{C}$.
(g) $(\mathbf{A}-\mathbf{B}) \times \mathbf{C}$.
(h) $(B / 4+C / 3) \cdot(3 A-4 C)$.
(i) $(\mathbf{B} / 4+\mathbf{C} / 3) \times(3 \mathbf{A}-4 \mathrm{C})$.
(j) $\mathbf{B} \cdot \mathbf{C} \times \mathbf{A}$.
(k) $\mathbf{C} \cdot \mathbf{A} \times \mathbf{B}$.
(l) $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})$.
(m) $\mathbf{B} \times(\mathbf{C} \times \mathbf{A})$.
1.2. (a) Show that the area of a triangle having vectors $\mathbf{A}$ and $\mathbf{B}$ as two of its sides is equal to $\frac{1}{2}|\mathbf{A} \times \mathbf{B}|$.
(b) Show that the volume of a tetrahedron formed by three vectors $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ originating from a point is equal to $\frac{1}{6}|\mathbf{A} \cdot \mathbf{B} \times \mathbf{C}|$.
1.3. A triangle is formed by three vectors $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ such that $\mathbf{C}=\mathbf{B}-\mathbf{A}$ and hence $\mathbf{C} \cdot \mathbf{C}=(\mathbf{B}-\mathbf{A}) \cdot(\mathbf{B}-\mathbf{A})$. Obtain the law of cosines relating $C$ to $A, B$, and the angle between $\mathbf{A}$ and $\mathbf{B}$.
1.4. The tips of three vectors $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ drawn from a point determine a plane.
(a) Show that $(\mathbf{A} \times \mathbf{B}+\mathbf{B} \times \mathbf{C}+\mathbf{C} \times \mathbf{A})$ is normal to the plane.
(b) Show that the minimum distance from the point to the plane is

$$
\frac{|\mathbf{A} \cdot[(\mathbf{A}-\mathbf{B}) \times(\mathbf{A}-\mathbf{C})]|}{|(\mathbf{A}-\mathbf{B}) \times(\mathbf{A}-\mathbf{C})|}
$$

(c) Obtain an equation for the plane in terms of $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$.
1.5. (a) In the expression for the differential displacement vector $d \mathrm{l}$ in the cartesian coordinate system given by (1-19a), substitute for $x, y, z$ in terms of the cylindrical coordinates $r, \phi, z$ and obtain the expression for $d \mathbf{l}$ in the cylindrical coordinate system.
(b) Repeat (a) by substituting for $x, y, z$ in terms of the spherical coordinates $r$, $\theta, \phi$ to obtain the expression for $d \mathrm{l}$ in the spherical coordinate system.
(c) The parabolic cylindrical coordinates $u, v, z$ are related to $x, y, z$ as

$$
x=\frac{1}{2}\left(u^{2}-v^{2}\right) \quad y=u v \quad z=z
$$

Obtain the expression for $d \mathbf{l}$ in the parabolic cylindrical coordinate system.
(d) What is the expression for the differential volume $d v$ in the parabolic cylindrical coordinate system?
1.6. Derive the relationships listed in Table 1.2 between the different sets of coordinates.
1.7. In Fig. 1.33, a point of observation $T$ on the surface of the earth is defined by a spherical coordinate system with the origin at the center of the earth. The spherical coordinates of $T$ are its distance $r_{0}$ from the center of the earth, its colatitude $\theta_{T}$ and its east longitude $\phi_{T}$. The colatitude is $90^{\circ}$ minus the latitude, with south latitudes being negative. N is the north pole. A point $P$ in space is now defined by a coordinate system centered at the point of observation $T$. The coordinates of $P$ in this new coordinate system are the azimuthal angle $\alpha$, which is the angle between the great circle path $T N$ and the great circle path $T R$, where $R$ is the projection of $P$ onto the earth's surface, the elevation angle $\Delta$ in the plane $T P R$ and the range $S$. The colatitude and east longitude of $R$ are $\theta_{R}$ and $\phi_{R}$, respectively.

Fig. 1.33. For Problem 1.7.

(a) Show that

$$
\cos \eta=\sin \theta_{T} \sin \theta_{R} \cos \left(\phi_{T}-\phi_{R}\right)+\cos \theta_{T} \cos \theta_{R}
$$

(b) Show that

$$
\cos \alpha=\frac{\cos \theta_{R}-\cos \eta \cos \theta_{T}}{\sin \eta \sin \theta_{T}}
$$

(c) Find $\alpha, \Delta$, and $S$ if $T$ is at Urbana, Illinois ( $40.069^{\circ} \mathrm{N}$ latitude, $88.225^{\circ} \mathrm{W}$ longitude) and $P$ represents a geostationary satellite parked above the equator at $50^{\circ} \mathrm{W}$ longitude. The earth radius $r_{0}$ is equal to 6370 km and the height $h$ of the geostationary satellite above the earth's surface is equal to 35800 km .
(d) Find $\alpha$ if $T$ represents Bondville, Illinois ( $40.1^{\circ} \mathrm{N}$ latitude, $88.4^{\circ} \mathrm{W}$ longitude) and $R$ is located at Houston, Texas ( $29.4^{\circ} \mathrm{N}$ latitude, $95.0^{\circ} \mathrm{W}$ longitude). Repeat for the locations of $T$ and $R$ reversed.
1.8. Derive the expressions listed in Tables 1.3 and 1.4 for the dot products and cross products of unit vectors in the different coordinate systems.
1.9. Derive the relationships listed in Table 1.5 between the components of a vector in the different coordinate systems.
1.10. Which of the following pairs of vectors are equal?
(a) $\mathbf{i}_{x}+2 \mathbf{i}_{y}+3 \mathbf{i}_{z}$ at $(1,2,3)$ and $\mathbf{i}_{x}+2 \mathbf{i}_{y}+3 \mathbf{i}_{z}$ at $(5.6,9.8,3.7)$ in cartesian coordinates.
(b) $\mathbf{i}_{r}+\mathbf{i}_{\phi}+3 \mathbf{i}_{z}$ at $(2, \pi / 2,3)$ and $\mathbf{i}_{r}+\mathbf{i}_{\phi}+3 \mathbf{i}_{z}$ at (3.6, $3 \pi / 4,9.4$ ) in cylindrical coordinates.
(c) $\mathbf{i}_{r}+\mathbf{i}_{\phi}+3 \mathbf{i}_{z}$ at $(2, \pi / 2,3)$ and $\sqrt{2} \mathbf{i}_{r}+3 \mathbf{i}_{z}$ at $(3.6,3 \pi / 4,9.4)$ in cylindrical coordinates.
(d) $3 \mathbf{i}_{r}+\sqrt{3} \mathbf{i}_{\theta}-2 \mathbf{i}_{\phi}$ at $(1, \pi / 3, \pi / 6)$ and $3 \mathbf{i}_{r}+\sqrt{3} \mathbf{i}_{\theta}-2 \mathbf{i}_{\phi}$ at $(5.4, \pi / 6, \pi / 3)$ in spherical coordinates.
(e) $3 \mathbf{i}_{r}+\sqrt{3} \mathbf{i}_{\theta}-2 \mathbf{i}_{\phi}$ at $(1, \pi / 3, \pi / 6)$ and $\mathbf{i}_{r}+\sqrt{3} \mathbf{i}_{\theta}-2 \sqrt{3} \mathbf{i}_{\phi}$ at $(5.4, \pi / 6, \pi / 3)$ in spherical coordinates.
1.11. Show that
(a) $(\mathbf{A} \times \mathbf{B}) \cdot(\mathbf{C} \times \mathbf{D})=(\mathbf{A} \cdot \mathbf{C})(\mathbf{B} \cdot \mathbf{D})-(\mathbf{B} \cdot \mathbf{C})(\mathbf{A} \cdot \mathbf{D})$.
(b) $(\mathbf{A} \times \mathbf{B}) \times(\mathbf{C} \times \mathbf{D})=(\mathbf{A} \times \mathbf{B} \cdot \mathbf{D}) \mathbf{C}-(\mathbf{A} \times \mathbf{B} \cdot \mathbf{C}) \mathbf{D}$.
(c) $(\mathbf{A} \times \mathbf{B}) \cdot(\mathbf{B} \times \mathbf{C}) \times(\mathbf{C} \times \mathbf{A})=(\mathbf{A} \times \mathbf{B} \cdot \mathbf{C})^{2}$.
(d) $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})+\mathbf{B} \times(\mathbf{C} \times \mathbf{A})+\mathbf{C} \times(\mathbf{A} \times \mathbf{B})=0$.
1.12. Four vectors are given by

$$
\begin{aligned}
& \mathbf{A}=\mathbf{i}_{x}+2 \mathbf{i}_{y}+3 \mathbf{i}_{z} \\
& \mathbf{B}=3 \mathbf{i}_{x}+2 \mathbf{i}_{y}+\mathbf{i}_{z} \\
& \mathbf{C}=\mathbf{i}_{x}-2 \mathbf{i}_{y}+\mathbf{i}_{z} \\
& \mathbf{D}=-2 \mathbf{i}_{x}+\mathbf{i}_{y}
\end{aligned}
$$

Find
(a) $\mathbf{A}+\mathbf{B}-\mathbf{C}, \mathbf{C}-\mathbf{D}-\mathbf{A}, \mathbf{A}+\mathbf{B}+\mathbf{C}+\mathbf{D}$.
(b) $2 \mathbf{A}+3 \mathbf{C}, \mathbf{A}-3 \mathbf{C}+2 \mathbf{D}$.
(c) $|\mathbf{C}-\mathbf{D}|,|\mathbf{C}-\mathbf{D}-\mathbf{A}|$.
(d) The unit vector along $(\mathbf{C}-\mathbf{D}-\mathbf{A})$.
(e) $\mathbf{A} \cdot \mathbf{B}, \mathbf{A} \cdot(\mathbf{C}-\mathbf{D}), \mathbf{B} \cdot(\mathbf{C}-\mathbf{D}-\mathbf{A})$.
(f) The cosines of the angles and the angles between $\mathbf{A}$ and $\mathbf{B}, \mathbf{A}$ and $(\mathbf{C}-\mathbf{D}), \mathbf{B}$ and $(\mathbf{C}-\mathbf{D}-\mathbf{A})$.
(g) $\mathbf{A} \times \mathbf{B}, \mathbf{B} \times \mathbf{C}, \mathbf{C} \times \mathbf{A}, \mathbf{A} \times(\mathbf{B} \times \mathbf{C}), \mathbf{B} \times(\mathbf{C} \times \mathbf{A}), \mathbf{C} \times(\mathbf{A} \times \mathbf{B})$.
(h) The sines of the angles and the angles between $\mathbf{A}$ and $(\mathbf{B} \times \mathbf{C}), \mathbf{B}$ and $(\mathbf{C} \times \mathbf{A})$, $\mathbf{C}$ and $(\mathbf{A} \times \mathbf{B})$.
(i) $(\mathbf{A} \times \mathbf{B}) \cdot(\mathbf{C} \times \mathbf{D})$; verify by using the identity of Problem 1.11(a).
(j) $\mathbf{A} \times \mathbf{B} \cdot \mathbf{D}, \mathbf{A} \times \mathbf{B} \cdot \mathbf{C}, \mathbf{B} \times \mathbf{C} \cdot \mathbf{A}, \mathbf{C} \times \mathbf{B} \cdot \mathbf{A}$.
$(\mathrm{k})(\mathbf{A} \times \mathbf{B}) \times(\mathbf{C} \times \mathbf{D})$; verify by using the identity of Problem $1.11(\mathrm{~b})$.
(l) $(\mathbf{A} \times \mathbf{B}) \cdot(\mathbf{B} \times \mathbf{C}) \times(\mathbf{C} \times \mathbf{A})$; verify by using the identity of Problem 1.11 (c).
(m) $\mathbf{A} \times(\mathbf{B} \times \mathbf{C})+\mathbf{B} \times(\mathbf{C} \times \mathbf{A})+\mathbf{C} \times(\mathbf{A} \times \mathbf{B})$.
(n) The components of $\mathbf{C}$ in cylindrical and spherical coordinates.
(o) A vector perpendicular to $(\mathbf{A}+\mathbf{B})$ by using a vector product; verify by using a dot product.
1.13. Let $\mathbf{A}$ and $\mathbf{B}$ be vectors in the $x y$ plane making angles $\alpha$ and $\beta$ with the $x$ axis. With the aid of dot and cross products, prove the following trigonometric identities:
(a) $\cos (\alpha-\beta)=\cos \alpha \cos \beta+\sin \alpha \sin \beta$.
(b) $\sin (\alpha-\beta)=\sin \alpha \cos \beta-\cos \alpha \sin \beta$.
(c) $\cos (\alpha+\beta)=\cos \alpha \cos \beta-\sin \alpha \sin \beta$.
(d) $\sin (\alpha+\beta)=\sin \alpha \cos \beta+\cos \alpha \sin \beta$.
1.14. Write an expression for the component of a vector $\mathbf{A}$ along the direction of another vector $\mathbf{B}$ without the use of a coordinate system. Then find the component of $\mathbf{A}=2 \mathbf{i}_{x}-3 \mathbf{i}_{y}+\mathbf{i}_{z}$ along the direction of $\mathbf{B}=3 \mathbf{i}_{x}-\mathbf{i}_{y}-2 \mathbf{i}_{z}$.
1.15. Using two vectors in the plane $x+2 y+3 z=3$, find the unit vector normal to that plane.
1.16. Show that the equation of the plane passing through the point $\left(x_{0}, y_{0}, z_{0}\right)$ and normal to the vector $a \mathbf{i}_{x}+b \mathbf{i}_{y}+c \mathbf{i}_{z}$ is

$$
a\left(x-x_{0}\right)+b\left(y-y_{0}\right)+c\left(z-z_{0}\right)=0
$$

1.17. For the following scalar functions, describe the shapes of the constant-magnitude surfaces:
(a) $T(x, y, z)=x^{2}+4 y^{2}+9 z^{2}$.
(b) $U(r, \phi, z)=(\cos \phi) / r$.
(c) $V(r, \theta, \phi)=(\sin \theta) / r$.
1.18. Using a spherical coordinate system with the origin at the center of the earth, write a vector function for the linear velocity of points inside the earth due to its spin motion. Describe the constant-magnitude surfaces and direction lines.
1.19. Using a spherical coordinate system with the origin at the center of the earth, write a vector function for the force experienced by a mass $m$ in the gravitational field of the earth. Describe the constant-magnitude surfaces and direction lines.
1.20. Discuss the following vector fields with the aid of sketches:
(a) $\mathbf{A}(x, y, z)=(x-2) \mathbf{i}_{x}$.
(b) $\mathbf{B}(r, \phi, z)=r(r-1) \mathbf{i}_{\phi}$.
(c) $\mathbf{C}(r, \theta, \phi)=(1 / r) \mathbf{i}_{\theta}$.
(d) $\mathbf{D}(r, \theta, \phi)=r \mathbf{i}_{r}$.
1.21. Derive the expressions listed in Table 1.6 for the partial derivatives of unit vectors with respect to the coordinates.
1.22. Let $\mathbf{r}=x \mathbf{i}_{x}+y \mathbf{i}_{y}+z \mathbf{i}_{z}=r_{c} \mathbf{i}_{r c}+z \mathbf{i}_{z}=r_{s} \mathbf{i}_{r s}$ be the position vector of a point $P$ moving in three dimensions. Obtain the expressions for the velocity $\mathbf{v}$ and acceleration a of the point in all three coordinate systems.
1.23. (a) A point $P$ moves along a curve in two dimensions such that its coordinates are given by $r=a t$ and $\phi=b t$, where $a$ and $b$ are constants. Find the velocity and acceleration of the point.
(b) A point $P$ moves along a curve in three dimensions such that its coordinates are given by $x=a \cos \omega t, y=b \sin \omega t$, and $z=c t$, where $a, b, c$, and $\omega$ are constants. Find the velocity and acceleration of the point.
1.24. Verify Eqs. (1-63) and (1-64) by expansion in cartesian coordinates.
1.25. Find a unit vector normal to the surface $r^{2} \cos 2 \phi=1$ at the point $(\sqrt{2}, \pi / 6,0)$ in the cylindrical coordinate system in two ways: (a) by using two vectors which are tangential to the surface at that point; and (b) by using the concept of the gradient of a scalar function.
1.26. Find the scalar functions whose gradients are given by the following vector functions:
(a) $\boldsymbol{\nabla} \boldsymbol{T}(x, y, z)=y z \mathbf{i}_{x}+z x \mathbf{i}_{y}+x y \mathbf{i}_{z}$.
(b) $\boldsymbol{\nabla} U(x, y, z)=3 x^{2} y z z^{2} \mathbf{i}_{x}+x^{3} z^{2} \mathbf{i}_{y}+2 x^{3} y z \mathbf{i}_{z}$.
(c) $\nabla V(r, \phi, z)=\left(1 / r^{2}\right)\left(\cos \phi \mathbf{i}_{r}+\sin \phi \mathbf{i}_{\phi}\right)$.
(d) $\nabla W(r, \theta, \phi)=-n \mathbf{r} / r^{n+2}$, where $\mathbf{r}$ is the position vector.
1.27. Make up a table of gradients of the scalar functions defining the orthogonal surfaces in the three different coordinate systems.
1.28. Find the component of the unit vector normal to the surface $x^{2}-y^{2}=3$ at the point $(2,1,1)$ in the direction of the vector joining the point $(1,-2,0)$ to the point $(0,0,2)$.
1.29. Find the rate of change of $V=x^{2} y+y z^{2}+z y^{2}$ in the direction normal to the surface $x^{2} y-y z+x z^{2}=5$ at the point $(1,2,3)$.
1.30. Find the equation of the plane tangential to the surface $x y z=1$ at the point $\left(\frac{1}{2}, \frac{1}{4}, 8\right)$.
1.31. Evaluate the following volume integrals:
(a) $\int_{V} x y z d v$, where $V$ is the volume enclosed by the planes $x=0, y=0, z=0$, and $x+y+z=1$.
(b) $\int_{V} \frac{1}{r} d v$, where $V$ is the volume of a cylinder of radius $a$ with the $z$ axis as its axis and of length $l$.
(c) $\int_{V} x d v$, where $V$ is that part of the volume of a sphere of radius unity lying in the first octant.
1.32. Given $\mathbf{A}=x^{2} y z \mathbf{i}_{x}+y^{2} z x \mathbf{i}_{y}+z^{2} x y \mathbf{i}_{z}$, evaluate $\oint \mathbf{A} \cdot d \mathbf{S}$ over the following closed surfaces:
(a) The surface of the cubical box bounded by the planes

$$
\begin{aligned}
& x=0, x=1 \\
& y=0, y=1 \\
& z=0, z=1
\end{aligned}
$$

(b) The surface of the box bounded by the planes

$$
\begin{gathered}
x=0, y=0, z=0 \\
x+2 y+3 z=3
\end{gathered}
$$

1.33. Given $\mathbf{A}=r \cos \phi \mathbf{i}_{r}-r \sin \phi \mathbf{i}_{\phi}$ in cylindrical coordinates, evaluate $\oint \mathbf{A} \cdot d \mathbf{S}$ over the following surfaces:
(a) The surface of the box bounded by the planes $z=0, z=l$, and the cylinder $r=a$.
(b) The surface of the box bounded by the planes $x=0, y=0, z=0, z=l$, and the cylinder $r=a$.
1.34. Given $\mathbf{A}=\mathbf{r}^{2} \mathbf{i}_{r}+r \sin \theta \mathbf{i}_{\theta}$ in spherical coordinates, evaluate $\oint \mathbf{A} \cdot d \mathbf{S}$ over the following:
(a) The surface of that part of the spherical volume of radius unity lying in the first octant.
(b) The surface of a solid spherical shell lying between $r=a$ and $r=b$, where $b>a$ (note that this surface consists of two disconnected surfaces; the normal vectors to the surfaces must both be chosen to be away from or into the volume bounded by the surfaces).
1.35. For the force vector $\mathbf{F}=y \mathbf{i}_{x}+x \mathbf{i}_{y}$, find the work done by the force vector from the origin to the point $(\pi / 2,1,0)$ along the following paths:
(a) $y=\sin ^{2} x, z=0$.
(b) $y=\left(4 / \pi^{2}\right) x^{2}, z=0$.
(c) $x=(\pi / 2) y^{2}, z=0$.
(d) Any other path of your choice not necessarily in the $z=0$ plane.
1.36. A certain vector field is given by

$$
\mathbf{A}=a^{2} y \mathbf{i}_{x}-b^{2} x \mathbf{i}_{y}
$$

where $a$ and $b$ are constants. Evaluable $\int \mathbf{A} \cdot d \mathbf{l}$ from the origin to the point $(1,1,1)$ along the following paths:
(a) $y=x=z^{2}$.
(b) The path given by $y=0, z=0$, then $x=1, z=0$, and then $x=y=1$.
(c) The path given by $y=x, z=0$, and then $x=y=1$.
(d) The path given by $x=0, z=0$, then $y=1, z=0$, and then $x=y=1$.
(e) $x=y=z$.
1.37. Given $\mathbf{A}=x y \mathbf{i}_{x}+y z \mathbf{i}_{y}+z x \mathbf{i}_{z}$, evaluate the circulation $\oint \mathbf{A} \cdot d \mathbf{l}$ around the contour $a b c d a$ shown in Fig. 1.34.

Fig. 1.34. For Problem 1.37.

1.38 Given $\mathbf{A}=2 r \cos \phi \mathbf{i}_{r}+r \mathbf{i}_{\phi}$ in cylindrical coordinates, find:
(a) $\oint_{C} \mathbf{A} \cdot d \mathbf{l}$, where $C$ is the contour shown in Fig. 1.35(a).
(b) $\oint_{C_{1}} \mathbf{A} \cdot d \mathbf{l}+\oint_{C_{2}} \mathbf{A} \cdot d \mathbf{l}$, where $C_{1}$ and $C_{2}$ are the contours shown in Fig. 1.35(b).

(a)


Fig. 1.35. For Problem 1.38.
1.39. Given $\mathbf{A}=\left(e^{-r} / r\right) \mathbf{i}_{\theta}$ in spherical coordinates, evaluate $\oint \mathbf{A} \cdot d \mathbf{l}$ around the contour $a b c a$ shown in Fig. 1.36.


Fig. 1.36. For Problem 1.39.
1.40. Evaluate the following vector integrals:
(a) $\oint_{C} d \mathrm{l}$, where $C$ is any closed path of your choice.
(b) $\oint_{S} d \mathbf{S}$, where $S$ is the surface of the hemispherical volume of radius $a$ above the $x y$ plane and with center at the origin.
(c) $\int_{V} \mathrm{i}_{\theta} d v$, where $V$ is the volume of the sphere of radius $a$ centered at the origin.
1.41. Derive the expression for the divergence of a vector in cartesian coordinates given by (1-96).
1.42. Derive the expression for the divergence of a vector in spherical coordinates given by (1-97).
1.43. Make up a table of divergences of the unit vectors in the three coordinate systems.
1.44. Find the divergences of the following vectors:
(a) $\mathbf{A}=x^{2} y z \mathbf{i}_{x}+y^{2} z x \mathbf{i}_{y}+z^{2} x y \mathbf{i}_{z}$.
(b) $\mathbf{B}=3 x \mathbf{i}_{x}+(y-3) \mathbf{i}_{y}+(2+z) \mathbf{i}_{z}$.
(c) $\mathbf{C}=r \cos \phi \mathbf{i}_{r}-r \sin \phi \mathbf{i}_{\phi}$, cylindrical coordinates.
(d) $\mathbf{D}=\left(1 / r^{2}\right) \mathbf{i}_{r}$, spherical coordinates.
(e) $\mathbf{E}=r^{2} \mathbf{i}_{r}+r \sin \theta \mathbf{i}_{\theta}$.
1.45. Using the position vector $r=r \mathrm{i}_{r}$ in three dimensions, verify the divergence theorem by considering a sphere of radius $a$, and centered at the origin.
1.46. Verify your answers to Problem 1.32 by evaluating the appropriate volume integrals and using the divergence theorem.
1.47. Verify your answers to Problem 1.33 by evaluating the appropriate volume integrals and using the divergence theorem.
1.48. Verify your answers to Problem 1.34 by evaluating the appropriate volume integrals and using the divergence theorem.
1.49. For the vector $\mathbf{A}=y z \mathbf{i}_{x}+z x \mathbf{i}_{y}+x y \mathbf{i}_{z}$, use the divergence theorem to show that $\oint_{S} \mathbf{A} \cdot d \mathbf{S}$ is zero, where $S$ is any closed surface. Then evaluate $\int \mathbf{A} \cdot d \mathbf{S}$ over the following surfaces:
(a) That part of the plane $x+2 y+3 z=3$ lying in the first octant.
(b) That part of the cylindrical surface $r=1$ lying in the first octant and between the planes $z=0$ and $z=1$.
(c) The upper half of the spherical surface $r=1$.
(d) That part of the conical surface $\theta=\pi / 4$ lying below the plane $z=1$.
1.50. Derive the expression for the curl of a vector in cartesian coordinates given by (1-121).
1.51. Derive the expression for the curl of a vector in cylindrical coordinates given by (1-122).
1.52. Make up a table of curls of the unit vectors in the three coordinate systems.
1.53. Find the curls of the following vectors:
(a) $\mathbf{A}=x y \mathbf{i}_{x}+y z \mathbf{i}_{y}+z x \mathbf{i}_{z}$.
(b) $\mathbf{B}=y \mathbf{i}_{x}-x \mathbf{i}_{y}$.
(c) $\mathbf{C}=2 r \cos \phi \mathbf{i},+r \mathbf{i}_{\phi}$, cylindrical coordinates.
(d) $\mathbf{D}=(1 / r) \mathbf{i}_{\phi}$, cylindrical coordinates.
(e) $\mathbf{E}=\left(e^{-r} / r\right) \mathbf{i}_{\theta}$.
1.54. Discuss the curls of the following vector fields by using the "paddle-wheel" device and also by expansion in the appropriate coordinate system:
(a) The velocity vector field associated with points inside the earth due to its spin motion.
(b) The position vector field associated with points in three-dimensional space.
(c) The velocity vector field associated with the flow of water in the stream of Fig. 1-30(a) such that the velocity varies uniformly from zero at the bottom of the stream to a maximum at the top surface.
(d) the vector field $\mathbf{F}=\mathbf{i}_{\phi}$.
1.55. By expansion in cartesian coordinates, verify

$$
\begin{aligned}
\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{F} & \equiv 0 \\
\boldsymbol{\nabla} \times \nabla V & \equiv 0
\end{aligned}
$$

1.56. Determine which of the following vectors can be expressed as the curl of another vector and which of them can be expressed as the gradient of a scalar:
(a) $\mathbf{A}=y z \mathrm{i}_{x}+z x \mathrm{i}_{y}+x y \mathrm{i}_{z}$.
(b) $\mathbf{B}=x y \mathbf{i}_{x}+y z \mathbf{i}_{y}+z x \mathbf{i}_{z}$.
(c) $\mathbf{C}=\left(x^{2}-y^{2}\right) \mathbf{i}_{x}-2 x y \mathbf{i}_{y}+4 \mathbf{i}_{z}$.
(d) $\mathbf{D}=\left(e^{-r} / r\right) \mathbf{i}_{\phi}$, cylindrical coordinates.
(e) $\mathbf{E}=\left(1 / r^{2}\right)\left(\cos \phi \mathbf{i}_{r}+\sin \phi \mathbf{i}_{\phi}\right)$, cylindrical coordinates.
(f) $\mathbf{F}=\left(1 / r^{3}\right)\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right)$, spherical coordinates.
1.57. Verify your answer to Problem 1.37 by evaluating the appropriate surface integral and using Stokes' theorem.
1.58. Verify your answers to Problem 1.38 by evaluating the appropriate surface integrals and using Stokes' theorem.
1.59. Verify your answer to Problem 1.39 by evaluating the appropriate surface integral and using Stoke's theorem.
1.60. For the vector $\mathbf{A}=y z \mathbf{i}_{x}+z x \mathbf{i}_{y}+x y \mathbf{i}_{z}$, use Stokes' theorem to show that $\oint_{C} \mathbf{A} \cdot d \mathrm{l}$ is zero, where $C$ is any closed path. Then evaluate $\int \mathbf{A} \cdot d \mathrm{l}$ along the following paths:
(a) From the origin to the point $(1, \pi / 2,0)$ along the curve $r=t, \phi=(\pi / 2) t$, $z=\sin \pi t$, in cylindrical coordinates.
(b) From the origin to the point $(1,1,1)$ along the curve $x=\sqrt{2} \sin t$, $y=\sqrt{2} \sin t, z=(4 / \pi) t$.
(c) From the origin to the point $(22.34,5.68,-6.93)$ in cartesian coordinates along any path of your choice.
1.61. Use Stokes' theorem and the divergence theorem to prove that $\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{A} \equiv 0$, without the implication of a coordinate system.
1.62. From the definition of $\nabla V$, show that $\oint_{C} \nabla V \cdot d \mathrm{I} \equiv 0$, where $C$ is any closed path. Then use this result and Stoke's theorem to prove that $\nabla \times \nabla V \equiv 0$, without the implication of a coordinate system.
1.63. Find the Laplacians of the following scalar and vector functions:
(a) $T(x, y, z)=x^{3} y z^{2}$.
(b) $U(r, \phi, z)=(\cos \phi) / r$.
(c) $V(r, \theta, \phi)=e^{-r} / r$.
(d) $\mathbf{A}(x, y, z)=x^{2} y z \mathbf{i}_{x}+x y^{2} z \mathbf{i}_{y}+x y z^{2} \mathbf{i}_{z}$.
1.64. Derive the expansion for the Laplacian of a vector in cartesian coordinates given by (1-139).
1.65. Derive the expansion for the Laplacian of a vector in cylindrical coordinates given by ( $1-140$ ).
1.66. Derive the expansion for the Laplacian of a vector in spherical coordinates given by (1-141).
1.67. Verify the general expressions for $\boldsymbol{\nabla} V, \boldsymbol{\nabla} \cdot \mathbf{J}, \boldsymbol{\nabla} \times \mathbf{F}$ and $\nabla^{2} V$ given by (1-144), (1-145), (1-146), and (1-147), respectively.
1.68. By expansion in cartesian coordinates, show that
(a) $\boldsymbol{\nabla} \cdot U \mathbf{A}=\mathbf{A} \cdot \boldsymbol{\nabla} U+U \boldsymbol{\nabla} \cdot \mathbf{A}$.
(b) $\boldsymbol{\nabla} \times U \mathbf{A}=\boldsymbol{\nabla} U \times \mathbf{A}+U \boldsymbol{\nabla} \times \mathbf{A}$.
(c) $\boldsymbol{\nabla} \cdot(\mathbf{A} \times \mathbf{B})=\mathbf{B} \cdot \boldsymbol{\nabla} \times \mathbf{A}-\mathbf{A} \cdot \boldsymbol{\nabla} \times \mathbf{B}$.
(d) $\boldsymbol{\nabla} \times(\mathbf{A} \times \mathbf{B})=\mathbf{A} \boldsymbol{\nabla} \cdot \mathbf{B}-\mathbf{B} \boldsymbol{\nabla} \cdot \mathbf{A}+(\mathbf{B} \cdot \boldsymbol{\nabla}) \mathbf{A}-(\mathbf{A} \cdot \boldsymbol{\nabla}) \mathbf{B}$.

## 2

## THE STATIC ELECTRIC FIELD

In Chapter 1 we learned the mathematical language of vector analysis so that we are now ready to use it for the study of electromagnetic field theory. Electromagnetic field theory is built upon four equations known as Maxwell's equations and an associated set of relations known as the constitutive relations. It is our goal to learn how to interpret these equations and to use them for various applications, important among them being electromagnetic waves. Maxwell's equations, in their general form, relate the time-varying or dynamic electric and magnetic fields with one another and with the electric charges and currents present in the medium. It is possible to study electromagnetic theory by starting with Maxwell's equations and another equation known as the Lorentz force equation as postulates. The Lorentz force equation is the defining equation for the electric and magnetic fields in terms of the forces experienced by the charges. Alternatively, it is possible to develop Maxwell's equations gradually from the electric and magnetic field concepts based on forces experienced by charges and currents and from a few experimental facts. We will take this latter approach. The electromagnetic field is one in which the electric and magnetic effects are coupled. Before we venture to discuss the electromagnetic field, we will study the electric and magnetic fields separately. This is best done by considering static or time-independent fields in free space. With this approach in mind, the present chapter is devoted to the static electric field in free space.

### 2.1 The Electric Field Concept

In the study of mechanics, we are familiar with the gravitational field as a force field associated with the mutual attraction of material bodies in space. For example, a small test mass $m$ placed in the gravitational field of the earth experiences a force equal to $m M G / r^{2}$ directed towards the center of mass of the earth, where $M$ is the mass of the earth, $G$ is the constant of universal gravitation, and $r$ is the distance of the test mass from the center of mass of the earth. We associate with every point in the vicinity of the earth a vector quantity $\mathbf{g}$, known as the gravitational field intensity, having a magnitude $M G / r^{2}$ and directed towards the center of the earth as shown in Fig. 2.1. In terms of the value of the test mass and the force experienced by the test mass, the gravitational field intensity is given by

$$
\begin{equation*}
\mathbf{g}=\frac{\mathbf{F}}{m} \tag{2-1}
\end{equation*}
$$

Fig. 2.1. Gravitational attraction of a test mass $m$ towards the center of mass of the earth.


Just as the gravitational field is associated with the physical property known as "mass," a force field is associated with the physical property known as "charge" merely by virtue of its existence. This force field is known as the electric field. We will learn in the next chapter that a second kind of force field known as the magnetic field exists when charges are set in motion. A few words about charge are now in order. Matter can be regarded as composed of three types of elementary particles, known as protons, neutrons, and electrons. These particles are charged positive, zero, and negative, respectively. Table 2.1 gives the charge and mass for each of these particles.

TABLE 2.1. Charges and Masses of Elementary Particles

| Particle | Charge, $C$ | Mass, kg |
| :--- | :---: | :---: |
| Proton | $1.6021 \times 10^{-19}$ | $1.6724 \times 10^{-27}$ |
| Neutron | 0 | $1.6747 \times 10^{-27}$ |
| Electron | $-1.6021 \times 10^{-19}$ | $9.1083 \times 10^{-31}$ |

Charges are conserved; that is, they can neither be created nor destroyed. They can only be transferred from one body to another. A material body is uncharged if it has no net charge. If the body acquires excess negative charge by some means, it is said to be negatively charged. On the other hand, if it loses some negative charge, it is said to be positively charged. The unit of charge is the coulomb (abbreviated C).

A small test charge $q$ placed in the "electric field" of a larger charge $Q$ experiences a force $\mathbf{F}$ given by

$$
\begin{equation*}
\mathbf{F}=q \mathbf{E} \tag{2-2}
\end{equation*}
$$

as shown in Fig. 2.2, where $\mathbf{E}$ is the intensity of the electric field, analogous to the gravitational field intensity $\mathbf{g}$. Alternatively, we can say that if, in a


Fig. 2.2. Force experienced by a test charge in an electric field.
region of space, a test charge $q$ experiences a force $\mathbf{F}$, then the region is characterized by an electric field of intensity $\mathbf{E}$ given by

$$
\begin{equation*}
\mathbf{E}=\frac{\mathbf{F}}{q} \tag{2-3}
\end{equation*}
$$

Here we are assuming that the test charge $q$ is so small that it does not alter the electric field in which it is placed. From a practical point of view, the test charge does influence the electric field irrespective of how small it is. However, theoretically, we can define $\mathbf{E}$ as the ratio of the force experienced by the test charge divided by the test charge in the limit that the test charge tends to zero; that is,

$$
\begin{equation*}
\mathbf{E}=\operatorname{Lim}_{q \rightarrow 0} \frac{\mathbf{F}}{q} \tag{2-4}
\end{equation*}
$$

The unit of electric field intensity is newton per coulomb (N/C).
Example 2-1. An electron placed at a point in an electric field experiences an acceleration of $10^{5} \mathrm{~m} / \mathrm{sec}^{2}$ along the positive $x$ axis. (a) What is the electric field intensity $\mathbf{E}$ at that point? (b) What acceleration does a proton placed at that point experience?

The force experienced by the electron is equal to $-1.6 \times 10^{-19} \mathbf{E}$. This
is equal to the mass of the electron times the acceleration experienced by the electron. Hence

$$
\begin{aligned}
-1.6 \times 10^{-19} \mathbf{E} & =9.11 \times 10^{-31} \times 10^{5} \mathbf{i}_{x} \\
\mathbf{E} & =\frac{9.11 \times 10^{-31} \times 10^{5}}{-1.6 \times 10^{-19}} \boldsymbol{i}_{x}=-5.7 \times 10^{-7} \mathbf{i}_{x} \mathrm{~N} / \mathrm{C}
\end{aligned}
$$

Thus the electric field intensity has a magnitude of about $5.7 \times 10^{-7} \mathrm{~N} / \mathrm{C}$ and it is directed along the negative $x$ axis.

Now, if a proton is placed at the same point, the acceleration a experienced by it is given by

$$
\begin{aligned}
\mathbf{a} & =\frac{\text { charge of proton } \times \mathbf{E}}{\text { mass of proton }} \\
& =\frac{1.6 \times 10^{-19} \times\left(-5.7 \times 10^{-7}\right) \mathbf{i}_{x}}{1.67 \times 10^{-27}}=-54.6 \mathbf{i}_{x} \mathrm{~m} / \mathrm{sec}^{2}
\end{aligned}
$$

Thus the proton experiences an acceleration of about $54.6 \mathrm{~m} / \mathrm{sec}^{2}$ along the negative $x$ axis.

### 2.2 Coulomb's Law

In the previous section we introduced the concept of the electric field from an analogy with the gravitational field. It was mentioned that a small test charge placed in the electric field of a larger charge experiences a force. Actually, the larger charge also experiences a force just as two masses attract each other. This fact was proved experimentally by Coulomb. As a result of his experiments we have Coulomb's law, which relates the force between two charged bodies which are very small in size compared to their separation. Ideally, the charged bodies must be so small that they can be considered as "point charges." From Coulomb's experiments, the following conclusions were reached:

1. Like charges repel whereas unlike charges attract.
2. The magnitude of the force is proportional to the product of the magnitudes of the charges.
3. The magnitude of the force is inversely proportional to the square of the distance between the charges.
4. The direction of the force is along the line joining the charges.
5. The force depends upon the medium in which the charges are placed.

If we consider two point charges $Q_{1}$ and $Q_{2} \mathrm{C}$ situated at points $A$ and $B$ separated by a distance $R \mathrm{~m}$, as shown in Fig. 2.3, we can express the foregoing five statements in equation form as

$$
\begin{align*}
& \mathbf{F}_{A}=k \frac{Q_{1} Q_{2}}{R^{2}} \mathbf{i}_{B A}  \tag{2-5}\\
& \mathbf{F}_{B}=k \frac{Q_{1} Q_{2}}{R^{2}} \mathbf{i}_{A B} \tag{2-6}
\end{align*}
$$



Fig. 2.3. Forces of repulsion between two charges $Q_{1}$ and $Q_{2}$ at points $A$ and $B$.
where $\mathbf{F}_{A}$ and $\mathbf{F}_{B}$ are the forces experienced by $Q_{1}$ and $Q_{2}$, respectively, $\mathbf{i}_{B A}$ and $\mathbf{i}_{A B}$ are unit vectors along the line joining $A$ and $B$ (Fig. 2.3), and $k$ is the constant of proportionality. Statement 1 is included in (2-5) and (2-6) since $Q_{1}$ and $Q_{2}$ represent the magnitudes as well as signs of the charges. If $Q_{1}$ and $Q_{2}$ are both positive charges or both negative charges, their product will be positive and hence positive forces act along $\mathbf{i}_{B A}$ and $\mathbf{i}_{A B}$. If one of the two charges is negative, then the product $Q_{1} Q_{2}$ will be negative; hence negative forces act along $\mathbf{i}_{B A}$ and $\mathbf{i}_{A B}$ or positive forces act along directions opposite to $\mathbf{i}_{B A}$ and $\mathbf{i}_{A B}$, respectively. The constant of proportionality $k$ is equal to $1 / 4 \pi \epsilon_{0}$ for free space and in MKS rationalized units. The quantity $\epsilon_{0}$ is known as the permittivity of free space and its value is $8.854 \times 10^{-12}$ or approximately equal to $10^{-9} / 36 \pi$. Substituting for $k$ in (2-5) and (2-6), we have

$$
\begin{align*}
& \mathbf{F}_{A}=\frac{Q_{1} Q_{2}}{4 \pi \epsilon_{0} R^{2}} \mathbf{i}_{B A}  \tag{2-7}\\
& \mathbf{F}_{B}=\frac{Q_{1} Q_{2}}{4 \pi \epsilon_{0} R^{2}} \mathbf{i}_{A B} \tag{2-8}
\end{align*}
$$

Equations (2-7) and (2-8) represent Coulomb's law. From these equations, we note that $\epsilon_{0}$ has the units (coulombs) ${ }^{2}$ per [(newton)(meter) ${ }^{2}$ ]. These are commonly known as farads per meter ( $\mathrm{F} / \mathrm{m}$ ).

### 2.3 The Electric Field of Point Charges

Let one of the two charges considered in the preceding section, say $Q_{2}$, be a small test charge $q$. Then, from a knowledge of the force experienced by this test charge due to the presence of the charge $Q_{1}$, we can obtain the expression for the electric field intensity due to the charge $Q_{1}$ using (2-3).

According to Coulomb's law, the force experienced by the test charge is given by

$$
\begin{equation*}
\mathbf{F}_{B}=\frac{Q_{1} q}{4 \pi \epsilon_{0} R^{2}} \mathbf{i}_{A B} \tag{2-9}
\end{equation*}
$$

From (2-3) we then have the electric field intensity $\mathbf{E}_{B}$ at point $B$ due to the charge $Q_{1}$ as

$$
\begin{equation*}
\mathbf{E}_{B}=\frac{\mathbf{F}_{B}}{q}=\frac{Q_{1}}{4 \pi \epsilon_{0} R^{2}} \mathbf{i}_{A B} \tag{2-10}
\end{equation*}
$$

We can generalize this result by making $R$ variable, that is, by moving the test charge around in the medium, writing the expression for the force experienced by it, and dividing the force by the test charge. The result is the same as (2-10) except that $R$ is now a variable since point $B$ is a variable. Thus, omitting the subscripts in (2-10), we write the electric field intensity $\mathbf{E}$ of a point charge $Q$ as

$$
\begin{equation*}
\mathbf{E}=\frac{Q}{4 \pi \epsilon_{0} R^{2}} \mathbf{i}_{R} \tag{2-11}
\end{equation*}
$$

where $R$ is the distance from the point charge to the point at which the field intensity is to be computed and $\mathbf{i}_{R}$ is the unit vector along the line joining the two points under consideration and directed away from the point charge. The electric field intensity of a point charge is thus directed everywhere radially away from the point charge, and on any spherical surface centered at the point charge its magnitude is constant. The situation is illustrated in Fig. 2.4. If the point charge is at the origin of a coordinate system, then we replace $R$ by $r$ and $\mathbf{i}_{R}$ by $\mathbf{i}_{r}$. The field represented by (2-11) is also known as the Coulomb field of à point charge.

If we now have several point charges $Q_{1}, Q_{2}, Q_{3}, \ldots, Q_{n}$ located at different points as shown in Fig. 2.5, we can invoke superposition and state that the force $\mathbf{F}$ experienced by a test charge situated at a point $P$ is the vector

Fig. 2.4. The electric field of $a$. point charge.



Fig. 2.5. Assembly of point charges and unit vectors along the direction of their electric field intensities at point $P$, due to the individual point charges.
sum of the forces experienced by the test charge due to the individual charges; that is,

$$
\begin{equation*}
\mathbf{F}=\frac{Q_{1} q}{4 \pi \epsilon_{0} R_{1}^{2}} \mathbf{i}_{R_{1}}+\frac{Q_{2} q}{4 \pi \epsilon_{0} R_{2}^{2}} \mathbf{i}_{R_{2}}+\frac{Q_{3} q}{4 \pi \epsilon_{0} R_{3}^{2}} \mathbf{i}_{R_{3}}+\cdots+\frac{Q_{n} q}{4 \pi \epsilon_{0} R_{n}^{2}} \mathbf{i}_{R_{n}} \tag{2-12}
\end{equation*}
$$

From (2-3) the electric field intensity $\mathbf{E}$ at the point $P$ is

$$
\begin{align*}
\mathbf{E}=\frac{\mathbf{F}}{q} & =\frac{Q_{1}}{4 \pi \epsilon_{0} R_{1}^{2}} \mathbf{i}_{R_{1}}+\frac{Q_{2}}{4 \pi \epsilon_{0} R_{2}^{2}} \mathbf{i}_{R_{2}}+\cdots+\frac{Q_{n}}{4 \pi \epsilon_{0} R_{n}^{2}} \mathbf{i}_{R_{n}}  \tag{2-13}\\
& =\sum_{j=1}^{n} \frac{Q_{j}}{4 \pi \epsilon_{0} R_{j}^{2}} \mathbf{i}_{R_{j}}
\end{align*}
$$

The electric field intensity due to the assembly of the point charges is thus the vector sum of the electric field intensities due to the individual point charges. Some examples are now in order.

Example 2-2. For a charge $Q$ at an arbitrary point $A\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, obtain the $x, y$, and $z$ components of the electric field intensity at an arbitrary point $B(x, y, z)$, as shown in Fig. 2.6.

From Coulomb's law, the electric field intensity at point $B$ is given by

$$
\begin{equation*}
\mathbf{E}=\frac{Q}{4 \pi \epsilon_{0}(A B)^{2}} \mathbf{i}_{A B} \tag{2-14}
\end{equation*}
$$

where from Fig. 2.6,

$$
\begin{align*}
& A B=\sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}}  \tag{2-15}\\
& \mathbf{i}_{A B}=\frac{\left(x-x^{\prime}\right) \mathbf{i}_{x}+\left(y-y^{\prime}\right) \mathbf{i}_{y}+\left(z-z^{\prime}\right) \mathbf{i}_{z}}{\sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}}} \tag{2-16}
\end{align*}
$$



Fig. 2.6. Geometry pertinent to the computation of the electric field of a point charge located at an arbitrary point.

Substituting (2-15) and (2-16) into (2-14), we have

$$
\begin{equation*}
\mathbf{E}=\frac{Q}{4 \pi \epsilon_{0}} \frac{\left(x-x^{\prime}\right) \mathbf{i}_{x}+\left(y-y^{\prime}\right) \mathbf{i}_{y}+\left(z-z^{\prime}\right) \mathbf{i}_{\mathbf{z}_{2}}}{\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}\right]^{3 / 2}} \tag{2-17}
\end{equation*}
$$

The $x, y$, and $z$ components of $\mathbf{E}$ are therefore given by

$$
\begin{align*}
& E_{x}=\mathbf{E} \cdot \mathbf{i}_{x}=\frac{Q}{4 \pi \epsilon_{0}} \frac{\left(x-x^{\prime}\right)}{\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}\right]^{3 / 2}}  \tag{2-18a}\\
& E_{y}=\mathbf{E} \cdot \mathbf{i}_{y}=\frac{Q}{4 \pi \epsilon_{0}} \frac{\left(y-y^{\prime}\right)}{\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}\right]^{3 / 2}}  \tag{2-18b}\\
& E_{z}=\mathbf{E} \cdot \mathbf{i}_{z}=\frac{Q}{4 \pi \epsilon_{0}} \frac{\left(z-z^{\prime}\right)}{\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}+\left(z-z^{\prime}\right)\right]^{3 / 2}} \tag{2-18c}
\end{align*}
$$

In vector notation, if we denote $\mathbf{r}^{\prime}$ as the position vector for the source point $A$ and $\mathbf{r}$ as the position vector for the point $B$ at which the field is desired, then $A B=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ and $\mathbf{i}_{A B}=\left(\mathbf{r}-\mathbf{r}^{\prime}\right) /\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ so that

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{Q}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}} \frac{\mathbf{r}-\mathbf{r}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}=\frac{Q}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{2-19}
\end{equation*}
$$

If a number of charges $Q_{1}, Q_{2}, Q_{3}, \ldots, Q_{n}$ are located at points defined by position vectors $\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{3}^{\prime}, \ldots, \mathbf{r}_{n}^{\prime}$, respectively, then

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\sum_{j=1}^{n} \frac{Q_{j}}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}_{j}^{\prime}\right|^{3}}\left(\mathbf{r}-\mathbf{r}_{j}^{\prime}\right) \tag{2-20}
\end{equation*}
$$

where we have made use of superposition.
Example 2-3. Two equal and opposite point charges $Q$ and $-Q$ are situated on the $z$ axis at $d / 2$ and $-d / 2$, respectively, as shown in Fig. 2.7. Such an arrangement is known as an electric dipole. It is desired to obtain the expression for the electric field intensity due to the electric dipole at distances very large from the origin compared to the spacing $d$.

With reference to the geometry shown in Fig. 2.7, we note that the electric field intensity at any point $P$ has only $r$ and $\theta$ components if we use the spherical coordinate system, whereas it has all three components if we use the cartesian coordinate system. For fixed values of $r$ and $\theta$ the field intensity is independent of $\phi$; that is, it has circular symmetry about the $z$ axis. Furthermore, we are interested only in the field at large distances from the dipole, that is, for $r \gg d$. Hence we use the spherical coordinate system. The electric field intensity $\mathbf{E}$ at $P$ is the superposition of the electric field intensities due to the two charges. Thus, with reference to the notation in Fig. 2.7 we have

$$
\begin{equation*}
\mathbf{E}=\frac{Q}{4 \pi \epsilon_{0} r_{+}^{2}} \mathbf{i}_{r_{+}}-\frac{Q}{4 \pi \epsilon_{0} r_{-}} \mathbf{i}_{r_{-}} \tag{2-21}
\end{equation*}
$$



Fig. 2.7. Geometry pertinent to the computation of the electric field due to a dipole.

Now, the $r$ component of $\mathbf{E}$ is given by

$$
\begin{align*}
E_{r} & =\mathbf{E} \cdot \mathbf{i}_{r} \\
& =\frac{Q}{4 \pi \epsilon_{0} r_{+}^{2}} \mathbf{i}_{+} \cdot \mathbf{i}_{r}-\frac{Q}{4 \pi \epsilon_{0} r_{-}} \mathbf{i}_{r_{-}} \cdot \mathbf{i}_{r} \\
& =\frac{Q}{4 \pi \epsilon_{0} r_{+}^{2}} \cos \alpha_{+}-\frac{Q}{4 \pi \epsilon_{0} r_{-}^{2}} \cos \alpha_{-} \tag{2-22}
\end{align*}
$$

From the geometries of the triangles $O A P$ and $O B P$, we have

$$
\begin{align*}
& \cos \alpha_{+}=\frac{r_{+}^{2}+r^{2}-(d / 2)^{2}}{2 r_{+} r}  \tag{2-23}\\
& \cos \alpha_{-}=\frac{r_{-}^{2}+r^{2}-(d / 2)^{2}}{2 r_{-} r} \tag{2-24}
\end{align*}
$$

Substituting (2-23) and (2-24) into (2-22), we obtain

$$
\begin{align*}
E_{r} & =\frac{Q}{4 \pi \epsilon_{0}}\left[\frac{r_{+}^{2}+r^{2}-(d / 2)^{2}}{2 r_{+}^{3} r}-\frac{\left.r_{-}^{2}+r^{2}-(d / 2)^{2}\right]}{2 r_{-}^{3} r}\right] \\
& =\frac{Q}{8 \pi \epsilon_{0} r_{+}^{3} r_{-}^{3} r}\left(r_{-}-r_{+}\right)\left\{r_{+}^{2} r_{-}^{2}+\left[r^{2}-\left(\frac{d}{2}\right)^{2}\right]\left(r_{-}^{2}+r_{-} r_{+}+r_{+}^{2}\right)\right\} \\
& \approx \frac{Q}{8 \pi \epsilon_{0} r^{2}}\left(r_{-}-r_{+}\right)\left(r_{+}^{2} r_{-}^{2}+r^{2} r_{-}^{2}+r^{2} r_{-} r_{+}+r^{2} r_{+}^{2}\right)  \tag{2-25}\\
& \approx \frac{Q}{2 \pi \epsilon_{0} r^{3}}\left(r_{-}-r_{+}\right) \approx \frac{Q}{2 \pi \epsilon_{0} r^{3}} d \cos \theta
\end{align*}
$$

where we have used the approximations that, for $r \gg d$,

$$
\begin{aligned}
& r_{+} \approx r-\frac{d}{2} \cos \theta \\
& r_{-} \approx r+\frac{d}{2} \cos \theta
\end{aligned}
$$

The $\theta$ component of $\mathbf{E}$ is given by

$$
\begin{align*}
E_{\theta} & =\mathbf{E} \cdot \mathbf{i}_{\theta} \\
& =\frac{Q}{4 \pi \epsilon_{0} r_{+}^{2}} \mathbf{i}_{+} \cdot \mathbf{i}_{\theta}-\frac{Q}{4 \pi \epsilon_{0} r_{-}^{2}} \mathbf{i}_{--} \cdot \mathbf{i}_{\theta} \\
& =\frac{Q}{4 \pi \epsilon_{0} r_{+}^{2}} \sin \alpha_{+}+\frac{Q}{4 \pi \epsilon_{0} r_{-}^{2}} \sin \alpha_{-}  \tag{2-26}\\
& \approx \frac{Q}{2 \pi \epsilon_{0} r^{2}} \sin \alpha_{+} \\
& \approx \frac{Q}{4 \pi \epsilon_{0} r^{3}} d \sin \theta
\end{align*}
$$

Thus

$$
\begin{equation*}
\mathbf{E}=\frac{Q d}{4 \pi \epsilon_{0} r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \tag{2-27}
\end{equation*}
$$

Equation (2-27) can be considered as a solution for the electric field intensity at very large distances compared to a fixed spacing $d$ between the
two point charges, or it can be considered as the solution for the electric field intensity at any point $(r, \theta, \phi)$ in the limit that $d \rightarrow 0$, keeping $Q d$ constant. It should be noted that to keep $Q d$ constant as $d \rightarrow 0$ requires that $Q \rightarrow \infty$. The product $Q d$ is known as the electric dipole moment $p$. The dipole moment also has an orientation associated with it which is from the negative charge to the positive charge. Substituting $p$ for $Q d$ in (2-27), we note that the electric field intensity due to an electric dipole moment $p$ oriented along the positive $z$ axis is given by

$$
\begin{equation*}
\mathbf{E}=\frac{p}{4 \pi \epsilon_{0} r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \tag{2-28}
\end{equation*}
$$

We note that, as compared to the inverse square distance dependence of the electric field intensity of a point charge, the dipole field drops off inversely proportional to the cube of the distance. Likewise, by an arrangement of two dipoles, a "quadrupole" can be created for which the field varies as inversely proportional to $r^{4}$. The process can be extended to "multipoles" step by step, with the power of $r$ increasing by one for each step.

### 2.4 The Electric Field of Continuous Charge Distributions

In the previous section we considered collections of point charges at discrete points for which the field computation consists of finding the vector sums of the field intensities due to the individual point charges. In this section we will extend the computation to continuous charge distributions. Continuous charge distributions can be of three types:
(a) Line charge for which charge is distributed along a line (straight or curved).
(b) Surface charge for which charge is distributed on a surface (planar or nonplanar).
(c) Volume charge for which charge is distributed in a volume.

When a charge is distributed along a line or on a surface or in a volume, we have to deal with charge densities. The line charge density is the charge per unit length, the surface charge density is the charge per unit surface area, and the volume charge density is the charge per unit volume. We will use the symbols $\rho_{L}, \rho_{s}$, and $\rho$, respectively, for these charge densities. Obviously, the units of $\rho_{L}, \rho_{s}$, and $\rho$ are coulombs per meter, coulombs per meter ${ }^{2}$, coulombs per meter ${ }^{3}$, respectively. In each case we can divide the total charge into several infinitesimal parts, each of which can be considered as a point charge. We thus represent the total charge as a continuous collection of point charges and obtain the field intensity at any point due to the total charge as the vector superposition of the field intensities due to the individual point charges. However, we now have to evaluate integrals instead of
summations of a few terms since the distribution of charges is continuous instead of being discrete. We will illustrate this process by considering three examples: (a) infinitely long line charge, (b) infinite sheet charge, and (c) spherical volume charge.

Example 2-4. An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated along the $z$ axis as shown in Fig. 2.8. We wish to obtain the electric field intensity due to this line charge.


Fig. 2.8. Geometry for computing the electric field of an infinitely long line charge of uniform density $\rho_{L 0} \mathbf{C} / \mathrm{m}$.

First, we divide the line into a number of infinitesimal segments each of length $d z$, as shown in Fig. 2.8, such that the charge $\rho_{L 0} d z$ in each segment can be considered as a point charge. The electric field intensity due to each point charge is directed radially away from that point charge and varies inversely as the square of the distance from that charge. Now let us consider a point $P$ at a distance $r$ from the $z$ axis, with the projection of the point $P$ onto the $z$ axis being the point $O$. The electric field intensity vectors at point $P$ due to the infinitesimal segment immediately above $O$ and the infinitesimal segment immediately below $O$ have equal magnitudes and make equal angles with the line $O P$ as shown in Fig. 2.8. The components of these two vectors perpendicular to $O P$ (parallel to the $z$ axis) therefore cancel, whereas the components along $O P$ add to each other. Thus the resultant electric field intensity at $P$ due to the two segments, one directly above $O$ and another directly below $O$, is entirely directed along $O P$, that is, normal to the axis of the line charge. A similar argument can be made for the resultant
electric field intensity vector at point $P$ due to any other two segments which are equidistant from $O$ with one above it and the other below it. Now, since there are as many (semiinfinite) segments above $O$ as there are below it, the resultant field intensity at point $P$ due to the entire line charge is directed radially away from it. The situation remains unchanged if we move $P$ up or down, keeping $r$ constant, since there are always a semiinfinite number of segments above the projection of $P$ onto the line charge as well as below it. Thus the electric field intensity of an infinite line charge of uniform density at any arbitrary point is directed radially away from the line charge and is independent of the position of $P$ parallel to the $z$ axis. It is dependent only on the distance of $P$ from the $z$ axis. We have thus simplified the problem to one of finding the magnitude of the field intensity.

To determine the magnitude of $\mathbf{E}$, let us once again refer to Fig. 2.8, and consider the segment at the point $A$ at a distance $z$ above $O$. The electric field intensity at point $P$ due to this segment is equal to

$$
\left.\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0}\left(r^{2}+\right.} z^{2}\right) \mathbf{i}_{A P}
$$

The component of this electric field intensity along $O P$ is

$$
\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)} \mathbf{i}_{A P} \cdot \mathbf{i}_{r}=\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)} \cos \alpha=\frac{\rho_{L 0} r d z}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)^{3 / 2}}
$$

We need not consider the component normal to $O P$ since it gets cancelled from the contribution due to another segment at the point $B$ at a distance $z$ below $O$. The component along $O P$ is, on the other hand, doubled from the contribution due to this second segment. Thus the magnitude of the resultant electric field intensity at $P$ due to the two segments at $A$ and $B$ is given by

$$
\begin{equation*}
d E=\frac{2 \rho_{L 0} r d z}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)^{3 / 2}} \tag{2-29}
\end{equation*}
$$

The magnitude of the electric field intensity at $P$ due to the entire line charge is now given by the integral of $d E$ where the integration is to be performed between the limits $z=0$ and $z=\infty$. Thus

$$
\begin{equation*}
E=\int_{z=0}^{\infty} d E=\frac{2 \rho_{L 0} r}{4 \pi \epsilon_{0}} \int_{z=0}^{\infty} \frac{d z}{\left(r^{2}+z^{2}\right)^{3 / 2}} \tag{2-30}
\end{equation*}
$$

Introducing $z=r$ tan $\alpha$ in (2-30), we obtain

$$
\begin{equation*}
E=\frac{\rho_{L 0}}{2 \pi \epsilon_{0} r} \int_{\alpha=0}^{\pi / 2} \cos \alpha d \alpha=\frac{\rho_{L 0}}{2 \pi \epsilon_{0} r} \tag{2-31}
\end{equation*}
$$

Recalling that $\mathbf{E}$ is directed radially away from the line charge, we have

$$
\begin{equation*}
\mathbf{E}=\frac{\rho_{L 0}}{2 \pi \epsilon_{0} r} \mathbf{i}_{r} \tag{2-32}
\end{equation*}
$$

Equation (2-32) indicates that the electric field intensity of an infinite line
charge of uniform density falls off only as the inverse of the distance from the line charge compared to the inverse square distance dependence in the case of the point charge.

Example 2-5. A sheet charge of uniform density $\rho_{s 0} \mathrm{C} / \mathrm{m}^{2}$ extends over the entire $x y$ plane as shown in Fig. 2.9. We wish to obtain the electric field intensity due to this infinite sheet charge.

Let us consider a point $P$ at a distance $z$ from the $x y$ plane, with the projection of the point $P$ on the $x y$ plane being $O$, as shown in Fig. 2.9. The electric field intensities at point $P$ due to two point charges situated at the diametrically opposite points $A$ and $B$ as shown in Fig. 2.9 have equal magnitudes but their directions are such that the resultant electric field intensity is directed along the line $O P$ and away from the sheet charge. In fact, for any point charge on the ring of radius $r$, there is a diametrically opposite point charge which results in a resultant electric field intensity entirely along $O P$. Thus the field intensity at point $P$ due to the charge on the entire ring of radius $r$ and width $d r$ is directed normally away from the sheet charge. This suggests that we divide the area of the $x y$ plane into several


Fig. 2.9. Geometry for computing the electric field of an infinite sheet charge of uniform density $\rho_{s 0} \mathrm{C} / \mathrm{m}^{2}$.
rings, each of width $d r$, and divide each ring into angular increments of $d \phi$, thus creating infinitesimal areas $r d r d \phi$ having charges $\rho_{s 0} r d r d \phi$ as shown in Fig. 2.9.

Now, since each ring results in an electric field intensity at point $P$, only along $O P$, the field intensity due to the entire sheet charge will also be along the same direction. If we move $P$ sideways while keeping $z$ constant, the situation remains unchanged so that the field intensity is independent of the position of $P$ in planes parallel to the sheet charge. Once again, we have reduced the problem to one of finding the magnitude of $\mathbf{E}$.

To find the magnitude of $\mathbf{E}$, we note that the component along $O P$ of the field intensity at $P$, due to the infinitesimal charge $\rho_{s 0} r d r d \phi$ at point $A$, is given by

$$
\begin{equation*}
d E=\frac{\rho_{s 0} r d r d \phi}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)} \cos \alpha=\frac{\rho_{s} r z d r d \phi}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)^{3 / 2}} \tag{2-33}
\end{equation*}
$$

The resultant electric field intensity due to the ring of charge passing through $A$ and $B$ is obtained by adding up all the contributions due to the infinitesimal areas on the ring, that is, by integrating (2-33) with respect to $\phi$ between the limits 0 and $2 \pi$. We then add up all the contributions due to the several rings by integrating this result with respect to $r$ between the limits 0 and $\infty$. We thus obtain a double integral for $E$ as

$$
\begin{align*}
E & =\int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi} d E=\int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi} \frac{\rho_{s 0} r z d r d \phi}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}\right)^{3 / 2}} \\
& =\frac{\rho_{s 0} z}{2 \epsilon_{0}} \int_{r=0}^{\infty} \frac{r d r}{\left(r^{2}+z^{2}\right)^{3 / 2}} \tag{2-34}
\end{align*}
$$

Introducing $r=z \tan \alpha$ in (2-34), we obtain

$$
\begin{equation*}
E=\frac{\boldsymbol{\rho}_{s 0}}{2 \epsilon_{0}} \int_{\alpha=0}^{\pi / 2} \sin \alpha d \alpha=\frac{\rho_{s 0}}{2 \epsilon_{0}} \tag{2-35}
\end{equation*}
$$

Recalling that $\mathbf{E}$ is directed normally away from the line charge, we have

$$
\begin{equation*}
\mathbf{E}=\frac{\rho_{s 0}}{2 \epsilon_{0}} \mathbf{i}_{n} \tag{2-36}
\end{equation*}
$$

where $\mathbf{i}_{n}=\mathbf{i}_{z}$ above the $x y$ plane and $\mathbf{i}_{n}=-\mathbf{i}_{z}$ below the $x y$ plane in Fig. 2.9. Equation (2-36) indicates that the electric field intensity due to an infinite sheet charge of uniform density is independent not only of the position of $P$ in planes parallel to the sheet charge, but also of the distance away from the sheet charge. The field is thus uniform in magnitude and directed normally away from the sheet. If the sheet charge occupies the $z=z_{0}$ plane, it follows from (2-36) that

$$
\mathbf{E}= \begin{cases}\frac{\rho_{s 0}}{2 \epsilon_{0}} \mathbf{i}_{z} & \text { for } z>z_{0} \\ -\frac{\rho_{s 0}}{2 \epsilon_{0}} \mathbf{i}_{z} & \text { for } z<z_{0}\end{cases}
$$

Example 2-6. A volume charge is distributed throughout a sphere of radius $a$, and centered at the origin, with uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$. We wish to obtain the electric field intensity due to this volume charge.

With the experience gained in Examples 2-4 and 2-5, we will shorten the discussion concerning the direction of $\mathbf{E}$ by stating that, for every infinitesimal charge $\rho_{0} r^{2} \sin \theta d r d \theta d \phi$ in the infinitesimal volume $r^{2} \sin \theta d r d \theta d \phi$ at point $A$ inside the sphere as shown in Fig. 2.10, there is another infinitesimal charge such that the resultant electric field intensity at point $P$ due to these two charges is directed entirely along $O P$, that is, radially away from the center of the sphere. Also, moving $P$ on the surface of a sphere of radius $z$ does not change the situation so that the field intensity is a function only of the distance from the center of the sphere. Thus it is sufficient if we evaluate the component of the electric field intensity at $P$ along $O P$ due to the infinitesimal charge $\rho_{0} r^{2} \sin \theta d r d \theta d \phi$ and perform a volume integration to obtain the electric


Fig. 2.10. Geometry for computing the electric field of a spherical volume charge of uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$.
field intensity due to the entire spherical volume charge of radius $a$. The component, along $O P$, of the electric field intensity at $P$ due to the infinitesimal charge at $A$ is given by

$$
\begin{equation*}
d E=\frac{\rho_{0} r^{2} \sin \theta d r d \theta d \phi}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}-2 r z \cos \theta\right)} \cos \alpha=\frac{\rho_{0}(z-r \cos \theta) r^{2} \sin \theta d r d \theta d \phi}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}-2 r z \cos \theta\right)^{3 / 2}} \tag{2-37}
\end{equation*}
$$

The electric field intensity due to the entire spherical charge is then given by

$$
\begin{align*}
E & =\int_{r=0}^{a} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} d E=\int_{r=0}^{a} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{\rho_{0}(z-r \cos \theta) r^{2} \sin \theta d r d \theta d \phi}{4 \pi \epsilon_{0}\left(r^{2}+z^{2}-2 r z \cos \theta\right)^{3 / 2}} \\
& =\frac{\rho_{0}}{2 \epsilon_{0}} \int_{r=0}^{a} \int_{\theta=0}^{\pi} \frac{(z-r \cos \theta) r^{2} \sin \theta d r d \theta}{\left(r^{2}+z^{2}-2 r z \cos \theta\right)^{3 / 2}} \tag{2-38}
\end{align*}
$$

Introducing $s^{2}=r^{2}+z^{2}-2 z \cos \theta$, for integration with respect to $\theta$, we have

$$
\begin{gather*}
\sin \theta d \theta=\frac{s d s}{r z}  \tag{2-39a}\\
z-r \cos \theta=\frac{s^{2}-r^{2}+z^{2}}{2 z}  \tag{2-39b}\\
s= \begin{cases}z-r & \text { for } \theta=0, z>r \\
r-z & \text { for } \theta=0,0<z<r \\
z+r & \text { for } \theta=\pi\end{cases} \tag{2-39c}
\end{gather*}
$$

Substituting these into (2-38), we obtain, for $z>a$,

$$
\begin{align*}
E & =\frac{\rho_{0}}{2 \epsilon_{0}} \int_{r=0}^{a} \frac{r d r}{2 z^{2}} \int_{s=z-r}^{z+r} \frac{s^{2}-r^{2}+z^{2}}{s^{2}} d s  \tag{2-40}\\
& =\frac{\rho_{0}}{2 \epsilon_{0}} \int_{r=0}^{a} \frac{4 r^{2} d r}{2 z^{2}}=\frac{\left(4 \pi a^{3} / 3\right) \rho_{0}}{4 \pi \epsilon_{0} z^{2}}
\end{align*}
$$

For $0<z<a$, we have

$$
\begin{align*}
E & =\frac{\rho_{0}}{2 \epsilon_{0}} \int_{r=0}^{z} \frac{r d r}{2 z^{2}} \int_{s=z-r}^{z+r} \frac{s^{2}-r^{2}+z^{2}}{s^{2}} d s+\frac{\rho_{0}}{2 \epsilon_{0}} \int_{r=z}^{a} \frac{r d r}{2 z^{2}} \int_{s=r-z}^{z+r} \frac{s^{2}-r^{2}+z^{2}}{s^{2}} d s \\
& =\frac{\rho_{0}}{2 \epsilon_{0}} \int_{r=0}^{z} \frac{4 r^{2} d r}{2 z^{2}}+0=\frac{\left(4 \pi z^{3} / 3\right) \rho_{0}}{4 \pi \epsilon_{0} z^{2}} \tag{2-41}
\end{align*}
$$

Equations (2-40) and (2-41) give the magnitude of $\mathbf{E}$ at any radial distance $z$ greater than $a$ and less than $a$, respectively, from the center of the charge. Recalling that the direction of $\mathbf{E}$ is radially away from the center of the charge distribution and substituting $r$ for $z$, we have

$$
\mathbf{E}= \begin{cases}\frac{\left(4 \pi a^{3} / 3\right) \rho_{0}}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} & \text { for } r>a  \tag{2-42}\\ \frac{\left(4 \pi r^{3} / 3\right) \rho_{0}}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} & \text { for } r<a\end{cases}
$$

Noting that $4 \pi r^{3} / 3$ is the volume of a sphere of radius $r$ and that there is no charge in the region $r>a$, we can combine the two results on the right side of (2-42) as

$$
\begin{equation*}
\mathbf{E}(r)=\frac{\text { charge enclosed by the spherical surface of radius } r}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} \tag{2-43}
\end{equation*}
$$

Viewed from any distance $r$ from the center of the volume charge, the volume charge is equivalent to a point charge of value equal to the charge enclosed by the spherical surface of radius $r$.

In the examples we have considered in this section, it was possible to determine the electric field intensity by evaluating a single scalar integral in each case because of the symmetries involved. In the general case, it would be necessary to evaluate three scalar integrals. Furthermore, in order not to get confused between the field points (i.e., points at which the field is desired) and the source points (i.e., points in the volume, surface, or contour occupied by the charge distribution), we must use a notation which distinguishes the two sets of points. Usually, the coordinates of the source points are denoted by primes, whereas the coordinates of the field points are unprimed. The integration is then to be performed with respect to the primed coordinates. This notation is known as the source point-field point notation. Thus, in general, if a line charge of density $\rho_{L}\left(\mathbf{r}^{\prime}\right)$ occupies a contour $C^{\prime}$, where $\mathbf{r}^{\prime}$ is the position vector in the source point coordinate system, then the electric field intensity $\mathbf{E}(\mathbf{r})$ at a field point defined by the position vector $\mathbf{r}$ is given by

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \int_{C^{\prime}} \frac{\left[\rho_{L}\left(\mathbf{r}^{\prime}\right) d l^{\prime}\right]\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \tag{2-44a}
\end{equation*}
$$

The right side of Eq. (2-44a) is a vector integral and, in general, it requires the evaluation of three separate scalar integrals. Expressions similar to (2-44a) can be written for surface and volume charge distributions. Thus, for a surface charge of density $\rho_{s}\left(\mathbf{r}^{\prime}\right)$ occupying a surface $S^{\prime}$, we have

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \int_{S^{\prime}} \frac{\left[\rho_{s}\left(\mathbf{r}^{\prime}\right) d S^{\prime}\right]\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \tag{2-44b}
\end{equation*}
$$

For a volume charge of density $\rho\left(\mathbf{r}^{\prime}\right)$ occupying a volume $V^{\prime}$, we have

$$
\begin{equation*}
\mathbf{E}(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \int_{V^{\prime}} \frac{\left[\rho\left(\mathbf{r}^{\prime}\right) d v^{\prime}\right]\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \tag{2-44c}
\end{equation*}
$$

We will use the source point-field point notation only wherever the same coordinate or coordinates for the source and field points appear in the integral. For example, if we wish to evaluate the electric field intensity due to a finitely long line charge along the $z$ axis at a point $(r, \phi, z)$, then we will have to define the points occupied by the line charge using a $z^{\prime}$ coordinate so that no confusion arises with the $z$ coordinate of the field point.

### 2.5 Direction Lines

In the previous two sections we obtained the expressions for the electric field intensities due to certain charge distributions both discrete and continuous. In simple cases, such as for the point charge and for the three examples of the previous section, it is easy to visualize, from a glance at the field expression, the direction of the electric field intensity vector everywhere in space. However, in a case such as the electric dipole (Example 2-3), it is not easy to visualize the direction of the electric field intensity vector by a glance at the field expression [Eq. (2-28)]. If we want to attack the problem directly in such a case, we can assign numerical values for the coordinates in the field expression and compute the direction of the field intensity vector at several points in the medium and then draw arrows along the computed directions. Alternatively and more elegantly, we ask the question: Suppose we place a test charge at a point in the electric field, what is the direction along which it experiences acceleration? Obviously, the test charge experiences acceleration along the direction of the electric field intensity vector at that point. If we stop the test charge after each infinitesimal distance and trace its path in the limit that the infinitesimal distance tends to zero, we get a line along which the electric field is everywhere tangential to it. Such lines, called "direction lines," are of great help in understanding the behavior of a given field, as suggested in Chapter 1. They are also known as "stream lines" and "flux lines."

To develop the technique of sketching the direction lines for a given field, let us consider a small test charge placed at a point $P(x, y, z)$ in the field as shown in Fig. 2.11. At the point $P$ the force on the test charge is


Fig. 2.11. Illustrating the proportionality of the electric field intensity vector $\mathbf{E}$ and the infinitesimal vector displacement $\Delta \mathbf{l}$ of a charge placed in the field.
directed along $\mathbf{E}$. The test charge will travel for an infinitesimal distance $\Delta l$ in the direction of $\mathbf{E}$ to point $Q(x+\Delta x, y+\Delta y, z+\Delta z)$. The vector displacement of the test charge is then equal to $\Delta x \mathbf{i}_{x}+\Delta y \mathbf{i}_{y}+\Delta z \mathbf{i}_{z}$. But this infinitesimal vector displacement is proportional to the force experienced by the charge which in turn is proportional to $\mathbf{E}=E_{x} \mathbf{i}_{x}+E_{y} \mathbf{i}_{y}+E_{z} \mathbf{i}_{z}$. Thus

$$
\begin{equation*}
\Delta x \mathbf{i}_{x}+\Delta y \mathbf{i}_{y}+\Delta z \mathbf{i}_{z} \propto E_{x} \mathbf{i}_{x}+E_{y} \mathbf{i}_{y}+E_{z} \mathbf{i}_{z} \tag{2-45}
\end{equation*}
$$

Two vectors are proportional if and only if their respective components are proportional by the same amount. Hence we have, from (2-45),

$$
\begin{equation*}
\frac{\Delta x}{E_{x}}=\frac{\Delta y}{E_{y}}=\frac{\Delta z}{E_{z}} \tag{2-46}
\end{equation*}
$$

But Eq. (2-46) is approximate since, in general, $\mathbf{E}$ varies continuously from point to point in magnitude and direction. However, it will be exact in the limit $\Delta x, \Delta y$, and $\Delta z$ all tend to zero. It then reduces to

$$
\begin{equation*}
\frac{d x}{E_{x}}=\frac{d y}{E_{y}}=\frac{d z}{E_{z}} \tag{2-47a}
\end{equation*}
$$

Knowing $E_{x}, E_{y}$, and $E_{z}$ for a particular field, we can substitute in (2-47a) and solve the resulting differential equations to obtain the algebraic equations for the direction lines. We can obtain equations similar to (2-47a) for the cylindrical and spherical coordinate systems following similar arguments. These equations are

$$
\begin{array}{ll}
\frac{d r}{E_{r}}=\frac{r d \phi}{E_{\phi}}=\frac{d z}{E_{z}} & \text { cylindrical } \\
\frac{d r}{E_{r}}=\frac{r d \theta}{E_{\theta}}=\frac{r \sin \theta d \phi}{E_{\phi}} & \text { spherical } \tag{2-47c}
\end{array}
$$

We will now illustrate the use of these equations by considering an example.
Example 2-7. In Example 2-3 we obtained the expression for $\mathbf{E}$ for an electric dipole of moment $p$ oriented along the positive $z$ axis as

$$
\mathbf{E}=\frac{p}{4 \pi \epsilon_{0} r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right)
$$

It is desired to obtain the equation for the direction lines for this field.
Noting that

$$
E_{r}=\frac{2 p \cos \theta}{4 \pi \epsilon_{0} r^{3}} \quad E_{\theta}=\frac{p \sin \theta}{4 \pi \epsilon_{0} r^{3}} \quad E_{\phi}=0
$$

we have, from (2-47c),

$$
\begin{equation*}
\frac{d r}{(2 p \cos \theta) / 4 \pi \epsilon_{0} r^{3}}=\frac{r d \theta}{(p \sin \theta) / 4 \pi \epsilon_{0} r^{3}}=\frac{r \sin \theta d \phi}{0} \tag{2-48}
\end{equation*}
$$

or

$$
\begin{align*}
\frac{d r}{r} & =2 \cot \theta d \theta & d \phi & =0 \\
\ln r & =-2 \ln \operatorname{cosec} \theta+\mathrm{constant} & \phi & =\mathrm{constant} \\
r \operatorname{cosec}^{2} \theta & =\text { constant } & \phi & =\text { constant }
\end{align*}
$$

The direction lines are thus intersections of the surfaces $r \operatorname{cosec}^{2} \theta=$ constant and the planes $\phi=$ constant. A few direction lines in constant $\phi$ plane are sketched in Fig. 2.12. The small arrow at the center indicates the dipole moment $\mathbf{p}$ with the direction of the arrow as the direction of orientation of the dipole.


Fig. 2.12. Direction lines of $\mathbf{E}$ for electric dipole of moment piz.

### 2.6 Gauss' Law in Integral Form

Let us consider the surface of a sphere of radius $r$ and centered at a point charge $Q$ at the origin. The electric field intensity due to the point charge is directed everywhere radially away from the point charge and hence is normal to the surface of the sphere as shown in Fig. 2.13. Its magnitude on the surface of the sphere is a constant equal to $Q / 4 \pi \epsilon_{0} r^{2}$. If we now consider an infinitesimal area $d S$ on the surface of the sphere, we have

$$
\begin{equation*}
\mathbf{E} \cdot d \mathbf{S}=\frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} \cdot d S \mathbf{i}_{n}=\frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} \cdot d S \mathbf{i}_{r}=\frac{Q d S}{4 \pi \epsilon_{0} r^{2}} \tag{2-50}
\end{equation*}
$$

The integral of $\mathbf{E} \cdot d \mathbf{S}$ over the surface $S$ of the sphere is given by

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\oint_{S} \frac{Q}{4 \pi \epsilon_{0} r^{2}} d S=\frac{Q}{4 \pi \epsilon_{0} r^{2}} \oint_{S} d S \tag{2-51}
\end{equation*}
$$

since $r$ is constant on the surface of the sphere. Proceeding further, we have


Fig. 2.13. For evaluating $\oint \mathbf{E} \cdot d \mathbf{S}$ on the surface of sphere centered at a point charge $Q$.

$$
\begin{align*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S} & =\frac{Q}{4 \pi \epsilon_{0} r^{2}} \text { (surface area of the sphere) } \\
& =\frac{Q}{4 \pi \epsilon_{0} r^{2}}\left(4 \pi r^{2}\right)=\frac{Q}{\epsilon_{0}} \tag{2-52}
\end{align*}
$$

The physical significance of $(2-52)$ is obvious if we compare the electric field lines emanating from the point charge with the flow of a fluid away from the location of the point charge. The surface integral of the fluid flow density vector is the net amount of fluid flowing out of the surface. Similarly, the surface integral of the electric field intensity vector can be interpreted as the net flux of electric field emanating from the surface, although the electric field is not a fluid in the sense that it does not flow like a fluid.

Thus Eq. $(2-52)$ states that the net electric field flux emanating from the surface of a sphere of radius $r$ centered at a point charge $Q$ is equal to $Q / \epsilon_{0}$. It is independent of the radius $r$ of the spherical surface. Whether $r=1$ micron or 1000 km , the electric field flux is the same (provided, of course, that there is no other electric field in the medium). This is not surprising if we once again compare the flux of the electric field with the flow of the fluid. If the fluid is flowing radially away from a point source of the fluid, then the amount of fluid crossing a spherical surface of one radius must be the same as the amount crossing a spherical surface of another radius or, for that matter, any arbitrary closed surface enclosing the point source (provided, of course, there is no other source or sink of the fluid). Likewise, if we choose an arbitrary surface enclosing the point charge, the net electric field flux emanating from this surface must be equal to $Q / \epsilon_{0}$. To prove this


Fig. 2.14. For evaluating $\oint \mathbf{E} \cdot d \mathbf{S}$ over an arbitrary surface $S$ enclosing a point charge $Q$.
mathematically, we refer to Fig. 2.14. Considering an infinitesimal area $d S$ on the arbitrary surface, we find that the infinitesimal amount of electric field flux emanating from this area is given by

$$
\begin{equation*}
\mathbf{E} \cdot d \mathbf{S}=\frac{Q}{4 \pi \epsilon_{0} R^{2}} \mathbf{i}_{R} \cdot d S \mathbf{i}_{n}=\frac{Q d S}{4 \pi \epsilon_{0} R^{2}} \cos \alpha \tag{2-53}
\end{equation*}
$$

where $\alpha$ is the angle between the radial vector away from the point charge and the normal vector to the area $d S$. The total flux emanating from the entire closed surface $S$ is then given by

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\oint_{S} \frac{Q d S}{4 \pi \epsilon_{0} R^{2}} \cos \alpha=\frac{Q}{4 \pi \epsilon_{0}} \oint_{S} \frac{d S \cos \alpha}{R^{2}} \tag{2-54}
\end{equation*}
$$

In (2-54), $d S \cos \alpha$ is the projection of the area $d S$ on the arbitrary surface $S$ onto a spherical surface of radius $R$ and centered at the point charge. Hence $(d S \cos \alpha) / R^{2}$ is the projection of $d S$ onto a spherical surface of radius unity and centered at the point charge. It is known as the solid angle subtended at the point charge by the area $d S$. The unit of solid angle is steradian. The quantity $\oint(d S \cos \alpha) / R^{2}$ is the total solid angle subtended at the point charge by the closed surface $S$. It is the sum of the projections of all infinitesimal areas comprising the arbitrary surface $S$ onto the spherical surface of radius unity and centered at the point charge. Thus it is equal to the surface area of the sphere of unit radius, that is, $4 \pi$. Substituting this result in (2-54),
we have

$$
\begin{equation*}
\oint_{\substack{\text { surfece } \\ \text { nclosing } Q}} \mathbf{E} \cdot d \mathbf{S}=\frac{Q}{4 \pi \epsilon_{0}}(4 \pi)=\frac{Q}{\epsilon_{0}} \tag{2-55}
\end{equation*}
$$

If an arbitrary surface does not enclose a point source of fluid, then the net amount of fluid emanating from the surface must be zero since there are equal amounts of fluid flowing in and out of the surface. Likewise, if the arbitrary surface does not enclose the point charge, the net electric field flux emanating from the surface must be zero. Thus

$$
\begin{equation*}
\oint_{\substack{\text { surface not } \\ \text { enclosiniz } Q}} \mathbf{E} \cdot d \mathbf{S}=0 \tag{2-56}
\end{equation*}
$$

It will be left as an exercise for the student to provide a mathematical proof of (2-56).

If, instead of one point charge, we have five point charges $Q_{1}, Q_{2}, Q_{3}$, $Q_{4}, Q_{5}$ as shown in Fig. 2.15, then for an arbitrary surface $S$ enclosing point


Fig. 2.15. An arbitrary surface enclosing three point charges.
charges $Q_{1}, Q_{3}$, and $Q_{4}$ but not $Q_{2}$ and $Q_{5}$, we can obtain the net electric field flux emanating from the surface using superposition. Thus, if $\mathbf{E}_{1}, \mathbf{E}_{2}$, $\mathbf{E}_{3}, \mathbf{E}_{4}$, and $\mathbf{E}_{5}$ are the electric field intensity vectors due to $Q_{1}, Q_{2}, Q_{3}, Q_{4}$, and $Q_{5}$, respectively, we have

$$
\begin{align*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}= & \oint_{S} \mathbf{E}_{1} \cdot d \mathbf{S}+\oint_{S} \mathbf{E}_{2} \cdot d \mathbf{S}+\oint_{S} \mathbf{E}_{3} \cdot d \mathbf{S}+\oint_{S} \mathbf{E}_{4} \cdot d \mathbf{S} \\
& +\oint_{S} \mathbf{E}_{5} \cdot d \mathbf{S}  \tag{2-57}\\
= & \frac{1}{\epsilon_{0}}\left(Q_{1}+0+Q_{3}+Q_{4}+0\right)=\frac{1}{\epsilon_{0}}\left(Q_{1}+Q_{3}+Q_{4}\right) \\
= & \frac{1}{\epsilon_{0}}(\text { charge enclosed by the surface } S)
\end{align*}
$$

The discussion can be extended to a continuous charge distribution if we note that a continuous charge distribution can be represented as a continuous collection of charges occupying infinitesimal volumes, each of which can be considered as a point charge. Those charges enclosed by the arbitrary surface result in a net electric field flux in accordance with (2-55), whereas those which are not enclosed by the surface result in zero flux in accordance with (2-56). We can summarize these conclusions in a single statement that "the net electric field flux emanating from a closed surface is equal to the net charge enclosed by the surface divided by $\epsilon_{0}$." This statement is Gauss' law-one of the important laws in electromagnetic field theory. In equation form, Gauss' law is written as

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{1}{\epsilon_{0}}(\text { charge enclosed by the surface } S) \tag{2-58}
\end{equation*}
$$

Example 2-8. An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated along the $z$ axis. It is desired to find the electric field flux cutting the portion of the plane $x=1 \mathrm{~m}$ lying between the planes $z=0 \mathrm{~m}$ and $z=1 \mathrm{~m}$ as shown in Fig. 2.16.

First we will solve this problem by actually evaluating $\int \mathbf{E} \cdot d \mathbf{S}$ over the given surface. To do this, we note that $\mathbf{E}$ due to the line charge is given by $\left(\rho_{L 0} / 2 \pi \epsilon_{0} r\right) \mathbf{i}_{r}$, where $r$ is the radial distance from the line charge and $\mathbf{i}_{r}$ is the unit vector directed radially away from the line charge. Considering an infinitesimal area $d y d z$ at the location $(1, y, z)$ on the given plane, the infini-


Fig. 2.16. For evaluation of electric field flux emanating from an infinite line charge and cutting a portion of the $x=1$ plane.
tesimal amount of flux cutting this area is given by

$$
\begin{equation*}
\mathbf{E} \cdot d \mathbf{S}=\frac{\rho_{L 0}}{2 \pi \epsilon_{0} \sqrt{1+y^{2}}} \mathbf{i}_{r} \cdot d y d z \mathbf{i}_{x}=\frac{\rho_{L 0} d y d z}{2 \pi \epsilon_{0}\left(1+y^{2}\right)} \tag{2-59}
\end{equation*}
$$

The total flux cutting the portion of the plane $x=1 \mathrm{~m}$ lying between the planes $z=0 \mathrm{~m}$ and $z=1 \mathrm{~m}$ is then given by

$$
\begin{align*}
\int_{y=-\infty}^{\infty} \int_{z=0}^{1} \mathbf{E} \cdot d \mathbf{S} & =\int_{y=-\infty}^{\infty} \int_{z=0}^{1} \frac{\rho_{L 0} d y d z}{2 \pi \epsilon_{0}\left(1+y^{2}\right)} \\
& =\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} \int_{\phi=-\pi / 2}^{\pi / 2} d \phi=\frac{\rho_{L 0}}{2 \epsilon_{0}} \tag{2-60}
\end{align*}
$$

This result can, however, be obtained without performing the integration if we note that the electric field intensity due to the line charge is independent of $\phi$ and hence the electric field flux from the line charge emanates from it uniformly in $\phi$. Thus half of the electric field flux emanating from that portion of the line charge lying between $z=0 \mathrm{~m}$ and $z=1 \mathrm{~m}$ cuts the given surface. Since the total flux emanating from this portion of the line charge is $\rho_{L 0}(1) / \epsilon_{0}=\rho_{L 0} / \epsilon_{0}$, according to Gauss' law, the flux cutting the specified surface is $\rho_{L 0} / 2 \epsilon_{0}$.

Given $\mathbf{E}$ and a closed surface $S$, it is always possible to compute the charge enclosed by the surface by evaluating $\oint_{S}$ E.S analytically or numerically and then multiplying the result by $\epsilon_{0}$ in accordance with Gauss' law as given by (2-58). The inverse problem of finding $\mathbf{E}$ for a given cherge distribution by using ( $2-58$ ) is possible only for certain simple cases involving a high degree of symmetry, since the unknown quantity $\mathbf{E}$ appears in the integrand. As a first step, the symmetry of the electric field must be determined by making use of the fact that the electric field due to a point charge is directed radially away from it. We have illustrated this in Examples 2-4, 2-5, and 2-6. Next, we should be able to choose a closed surface $S$ such that $\oint_{S} \mathbf{E} \cdot d \mathbf{S}$ can be reduced to an algebraic quantity involving the magnitude of $\mathbf{E}$. Such a surface is known as a Gaussian surface. Obviously, the Gaussian surface must be such that the magnitude of $\mathbf{E}$ is uniform and the direction of $\mathbf{E}$ is normal to the surface over the whole or part of the surface, while the magnitude of $\mathbf{E}$ is zero or the direction of $\mathbf{E}$ is tangential to the surface over the rest of the surface in the latter case. We will illustrate this method of obtaining $\mathbf{E}$ by reconsidering Examples 2-4, 2-5, and 2-6.

Example 2-9. An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated along the $z$ axis as shown in Fig 2.17. We wish to obtain the electric field intensity due to this line charge using Gauss' law.

In Example 2-4, we established from purely qualitative arguments that $\mathbf{E}$ due to the infinite line charge of uniform density is directed radially away from the line charge and its magnitude is dependent only on its distance


Fig. 2.17. Gaussian surface for computing the electric field of an infinitely long line charge of uniform density.
from the line charge. Thus

$$
\begin{equation*}
\mathbf{E}=E_{r}(r) \mathbf{i}_{r} \tag{2-61}
\end{equation*}
$$

Choosing the Gaussian surface $S$ as the surface of a cylinder of radius $r$ with the line charge as its axis and of length $l$, as shown in Fig. 2.17, we have

$$
\begin{equation*}
\oint_{\substack{\text { surface of } \\ \text { cylinder, } S}} \mathbf{E} \cdot d \mathbf{S}=\int_{\substack{\text { curred } \\ \text { surface } S_{1}}} \mathbf{E} \cdot d \mathbf{S}+\int_{\substack{\text { plane sur- } \\ \text { faces } S_{2}, S_{3}}} \mathbf{E} \cdot d \mathbf{S} \tag{2-62}
\end{equation*}
$$

The second integral on the right side of (2-62) is zero since $\mathbf{E}$ is tangential to the surfaces; that is, $\mathbf{E} \cdot d \mathbf{S}$ is zero throughout the surfaces. Noting that $E_{r}$ is constant on the curved surface $S_{1}$, we find that the first integral can be written as

$$
\begin{align*}
\int_{\substack{\text { curved } \\
\text { sufface } S_{1}}} \mathbf{E} \cdot d \mathbf{S} & =\int_{S_{1}} E_{r} \mathbf{i}_{r} \cdot d S_{1} \mathbf{i}_{r}=E_{r} \int_{S_{1}} d S_{1}  \tag{2-63}\\
& =E_{r}\left(\text { surface area of } S_{1}\right)=E_{r}(2 \pi r l)
\end{align*}
$$

Thus

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=2 \pi r l E_{r} \tag{2-64}
\end{equation*}
$$

But, from Gauss' law,

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{\text { charge enclosed by } S}{\epsilon_{0}}=\frac{\rho_{L 0} l}{\epsilon_{0}} \tag{2-65}
\end{equation*}
$$

Comparing (2-64) and (2-65), we have

$$
\begin{align*}
E_{r} & =\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} r  \tag{2-66}\\
\mathbf{E} & =\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} \mathbf{i}_{r} \tag{2-67}
\end{align*}
$$

which agrees with the result obtained in Example 2-4.
Example 2-10. A sheet charge of uniform density $\rho_{s 0} \mathrm{C} / \mathrm{m}^{2}$ extends over the entire $x y$ plane as shown in Fig. 2.18. We wish to obtain the electric field intensity due to this infinite sheet charge using Gauss' law.


Fig. 2.18. Gaussian surface for computing the electric field of an infinite sheet charge of uniform density.

In Example 2-5 we established from purely qualitative arguments that $\mathbf{E}$ due to the infinite sheet charge of uniform density is directed normally away from the sheet charge and that it is uniform in planes parallel to the sheet charge. Thus

$$
\begin{equation*}
\mathbf{E}=E_{n} \mathbf{i}_{n} \tag{2-68}
\end{equation*}
$$

Choosing the Gaussian surface $S$ as the surface of a rectangular pill box of sides $l, w$, and $t$ as shown in Fig. 2.18, such that half of the box is above the sheet charge and the other half below it, we have

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\int_{\substack{\text { top } \\ \text { surface }}} \mathbf{E} \cdot d \mathbf{S}+\int_{\substack{\text { bottom } \\ \text { surface }}} \mathbf{E} \cdot d \mathbf{S}+\int_{\substack{\text { side } \\ \text { surfaces }}} \mathbf{E} \cdot d \mathbf{S} \tag{2-69}
\end{equation*}
$$

But the last integral on the right side of (2-69) is equal to zero since $\mathbf{E}$ is parallel to the side surfaces and hence $\mathbf{E} \cdot d \mathbf{S}$ is zero throughout these sur-
faces. Because $E_{n}$ is constant on both the top and bottom surfaces and $E_{n}$ is the same on both these surfaces, since they are equidistant from the sheet charge, Eq. (2-69) then reduces to

$$
\begin{align*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S} & =2 \int_{\substack{\text { top } \\
\text { surface }}} \mathbf{E} \cdot d \mathbf{S}=2 \int_{\substack{\text { top } \\
\text { surface }}} E_{n} \mathbf{i}_{n} \cdot d \mathbf{S} \mathbf{i}_{n} \\
& =2 E_{n} \int_{\substack{\text { top } \\
\text { surface }}} d S=2 E_{n} \text { (surface area of top surface) }  \tag{2-70}\\
& =2 E_{n} l w
\end{align*}
$$

But, from Gauss' law,

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{\text { charge enclosed by } S}{\epsilon_{0}}=\frac{\rho_{s 0} l w}{\epsilon_{0}} \tag{2-71}
\end{equation*}
$$

Comparing (2-70) and (2-71), we have

$$
\begin{align*}
E_{n} & =\frac{\rho_{s 0}}{2 \epsilon_{0}}  \tag{2-72}\\
\mathbf{E} & =\frac{\rho_{s 0}}{2 \epsilon_{0}} \mathbf{i}_{n} \tag{2-73}
\end{align*}
$$

which agrees with the result obtained in Example 2-5.
Example 2-11. A volume charge is distributed throughout a sphere of radius $a$ with uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$. We wish to obtain the electric field intensity due to this volume charge using Gauss' law.

In Example 2-6 we established from purely qualitative arguments that $\mathbf{E}$ due to the spherical volume charge of uniform density is directed radially away from the center of the charge and is a function only of the distance from the center of the sphere. Thus

$$
\begin{equation*}
\mathbf{E}=E_{r}(r) \mathbf{i}_{r} \tag{2-74}
\end{equation*}
$$

Choosing the Gaussian surface $S$ as the surface of a sphere of radius $r \gtrless a$, concentric with the spherical charge, as shown in Fig. 2.19, we have

$$
\begin{align*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S} & =\oint_{S} E_{r} \mathbf{i}_{r} \cdot d S \mathbf{i}_{r}=E_{r} \oint_{S} d S \\
& =E_{r}(\text { surface area of the sphere of radius } r) \\
& =E_{r}\left(4 \pi r^{2}\right) \tag{2-75}
\end{align*}
$$

But, from Gauss' law,

$$
\begin{align*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S} & =\frac{\text { charge enclosed by } S}{\epsilon_{0}} \\
& =\frac{\text { charge enclosed by spherical surface of radius } r}{\epsilon_{0}} \tag{2-76}
\end{align*}
$$

Fig. 2.19. Gaussian surfaces for computing the electric field of a spherical volume charge of uniform density.


Comparing (2-75) and (2-76), we have

$$
\begin{align*}
E_{r} & =\frac{\text { charge enclosed by spherical surface of radius } r}{4 \pi \epsilon_{0} r^{2}}  \tag{2-77}\\
\mathbf{E} & =\frac{\text { charge enclosed by spherical surface of radius } r}{4 \pi \epsilon_{0} r^{2}} \tag{2-78}
\end{align*} \mathbf{i}_{r} .
$$

which agrees with the result of Example 2-6.

### 2.7 Gauss' Law in Differential Form (Maxwell's Divergence Equation for the Electric Field)

Let us consider a volume charge distribution with the charge density $\rho$ as a given function of the coordinate system. The charge enclosed by an arbitrary closed surface $S$ is given by the volume integral of the charge density throughout the volume $V$ enclosed by the surface $S$; that is, $\int_{V} \rho d v$. According to Gauss' law (2-58), we have

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{1}{\epsilon_{0}} \int_{V} \cdot \rho d v \tag{2-79}
\end{equation*}
$$

If we now shrink the volume to a very small value $\Delta V$, so that the surface area becomes very small $\Delta S$, we can write (2-79) for this infinitesimal surface as

$$
\begin{equation*}
\oint_{\Delta s} \mathbf{E} \cdot d \mathbf{S}=\frac{1}{\epsilon_{0}} \int_{\Delta v} \rho d v \tag{2-80}
\end{equation*}
$$

Since the volume is very small, we can consider the charge density $\rho$ to be uniform inside that volume so that $\int_{\Delta v} \rho d v \approx \rho \Delta v$. This is exact in the limit that $\Delta v \rightarrow 0$. Dividing both sides of (2-80) by $\Delta v$ and letting $\Delta v \rightarrow 0$, we have

$$
\begin{align*}
\lim _{\Delta v \rightarrow 0} \frac{\oint_{\Delta S} \mathbf{E} \cdot d \mathbf{S}}{\Delta v} & =\lim _{\Delta v \rightarrow 0} \frac{\left(1 / \epsilon_{0}\right) \int_{\Delta v} \rho d v}{\Delta v}  \tag{2-81}\\
& =\frac{1}{\epsilon_{0}} \lim _{\Delta v \rightarrow 0} \frac{\rho \Delta v}{\Delta v}=\frac{1}{\epsilon_{0}} \rho
\end{align*}
$$

The left side of (2-81) is the divergence of $\mathbf{E}$ so that we have

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{E}=\frac{1}{\epsilon_{0}} \rho \tag{2-82}
\end{equation*}
$$

Equation (2-82) is Gauss' law in differential form, which states that the divergence of the electric field intensity at any point is equal to $1 / \epsilon_{0}$ times the volume charge density at that point. This is Maxwell's divergence equation for the electric field.

The right side of (2-82) represents a volume charge density. Suppose we are considering problems involving point charges, line charges, and surface charges. The question then arises as to how we should represent the right side of (2-82) since, for such charges, the volume charge density is infinity. We can resolve this problem by resorting to the Dirac delta function or the impulse function. We will illustrate this for the case of a surface charge in the following example.

Example 2-12. A sheet charge of uniform density $\rho_{s 0} \mathrm{C} / \mathrm{m}^{2}$ extends over the entire $x y$ plane. It is desired to write Gauss' law in differential form for this sheet charge.

Let us consider a slab of charge lying between the planes $z=-a$ and $z=+a$ and of uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ as shown in Fig. 2.20(a). The volume charge density as a function of $z$ for such a charge distribution is sketched in


Fig. 2.20. For deriving the volume charge density corresponding to a surface charge.

Fig. 2.20(b). The charge per unit surface area of the slab charge is given by $\int_{z=-a}^{a} \rho_{0} d z=\rho_{0} 2 a=$ area under the curve of Fig. 2.20(b). Let this quantity be $\rho_{\mathrm{s} 0}$. Suppose we now shrink $a$ to zero, increasing $\rho_{0}$ such that $\rho_{s 0}$ remains constant. We then obtain a sheet charge of density $\rho_{s 0} \mathrm{C} / \mathrm{m}^{2}$. What happens to the sketch of Fig. 2.20(b) ? The width of the pulse-shaped sketch decreases to zero and the height increases to infinity but maintaining the area under it equal to $\rho_{s 0}$. The resulting function is sketched in Fig. 2.20(c). This function is known as the Dirac delta function of strength $\rho_{s 0}$ and is represented as $\rho_{s 0} \delta(z)$, where $\delta(z)$ satisfies the properties

$$
\begin{align*}
\delta(z) & = \begin{cases}0 & \text { for } z \neq 0 \\
\infty & \text { for } z=0\end{cases}  \tag{2-83}\\
\int_{z=-\infty}^{\infty} \delta(z) d z & =\int_{z=0-}^{0+} \delta(z) d z=\lim _{a \rightarrow 0} \int_{z=-a}^{a} \frac{1}{2 a} d z=1  \tag{2-84}\\
\int_{z=-\infty}^{\infty} f(z) \delta(z) d z & =f(0) \tag{2-85}
\end{align*}
$$

Thus the volume charge density corresponding to the sheet charge of density $\rho_{s 0}$ lying in the $z=0$ plane is $\rho_{s 0} \delta(z)$. Gauss' law in differential form for the sheet charge is then given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{E}=\frac{1}{\epsilon_{0}} \rho_{s 0} \delta(z) \tag{2-86}
\end{equation*}
$$

If the sheet charge lies in the $z=z_{0}$ plane, then the Dirac delta function is shifted to $z=z_{0}$ and is written as $\delta\left(z-z_{0}\right)$, having the properties

$$
\begin{align*}
\delta\left(z-z_{0}\right) & = \begin{cases}0 & \text { for } z \neq z_{0} \\
\infty & \text { for } z=z_{0}\end{cases}  \tag{2-87}\\
\int_{z=-\infty}^{\infty} \delta\left(z-z_{0}\right) d z & =1  \tag{2-88}\\
\int_{z=-\infty}^{\infty} f(z) \delta\left(z-z_{0}\right) d z & =f\left(z_{0}\right) \tag{2-89}
\end{align*}
$$

Gauss' law in differential form is modified to read

$$
\begin{equation*}
\nabla \cdot \mathbf{E}=\frac{1}{\epsilon_{0}} \rho_{s 0} \delta\left(z-z_{0}\right) \tag{2-90}
\end{equation*}
$$

It is left to the student to derive equations similar to (2-90) for line and point charges, involving two-dimensional and three-dimensional Dirac delta functions, respectively (See Problems 2.33 and 2.34).

### 2.8 Potential Difference

In the study of mechanics, we are familiar with potential energy associated with the movement of a mass in the gravitational field of the earth. If the movement of the mass is along the direction of the gravitational field, that
is, from a higher elevation to a lower elevation, the gravitational field does the work. If the movement is opposite to the direction of the gravitational field, that is, from a lower elevation to a higher elevation, certain work has to be performed by an external source to overcome the gravitational force. Likewise, since the electric field is a force field in so far as charges are concerned, there is work associated with the movement of charges in an electric field. If a test charge is moved along the direction of the field, work is done by the field since the force exerted by the field on the charge is in the direction of its movement and hence it accelerates the test charge. If the charge is moved against the direction of the field, an external agent has to supply the energy to overcome the force exerted on the charge by the field, since this force is opposite to the direction of movement of the charge.

Let us consider the displacement of a test charge $q$ by an infinitesimal distance $d \mathrm{l}$ from $A$ to $B$ at an angle $\alpha$ with the electric field $\mathbf{E}$ at the point $A$ as shown in Fig. 2.21(a). The force exerted on the test charge by the field


Fig. 2.21. Movement of a test charge in an electric field.
has magnitude $q E$ and is directed along $\mathbf{E}$. Its component along the line from $A$ to $B$ is $q E \cos \alpha$. If the charge is moved from $A$ to $B$, the amount of work $d W$ done by the field is the product of the force and the displacement; that is,

$$
\begin{equation*}
d W=q E \cos \alpha d l=q \mathbf{E} \cdot d \mathbf{l} \tag{2-91}
\end{equation*}
$$

where $d \mathrm{l}$ is the vector from $A$ to $B$. Note that $d W$ is positive if $0<\alpha<90^{\circ}$ so that work is done by the field; $d W$ is negative if $90^{\circ}<\alpha<180^{\circ}$ so that negative work is done by the field, which amounts to stating that work is done against the field by an external agent. For $\alpha=90^{\circ}, d W$ is zero, which is analogous to the movement of a mass on a frictionless surface at right angles to the gravitational field. Now let us consider two points $A$ and $B$ which are widely separated as shown in Fig. 2.21(b). The work $W_{A B}$ done by the field in moving a test charge $q$ from $A$ to $B$ along a given path can be obtained by dividing the path into several segments of infinitesimal length $d l$, then applying ( $2-91$ ) to each segment, and adding up all the contributions.

The result is a line integral expression given by

$$
\begin{equation*}
W_{A B}=q \int_{A}^{B} \mathbf{E} \cdot d \mathbf{l} \tag{2-92}
\end{equation*}
$$

where the integration is performed along the given path from $A$ to $B$. The evaluation of line integrals was discussed in Section 1.7.

In the gravitational field, when a mass moves from a higher elevation to a lower elevation, it loses some potential energy and vice versa. Likewise, in the electric field, we can state that the test charge has certain potential energy associated with it by virtue of its location in the electric field. $W_{A B}$ as given by (2-92) is then the loss of potential energy associated with the movement of the charge from $A$ to $B$. If we divide $W_{A B}$ by $q$, we obtain the loss of potential energy per unit charge. This quantity denoted by $V_{A B}$ is known as the potential difference between the points $A$ and $B$. Thus

$$
\begin{equation*}
V_{A B}=\frac{W_{A B}}{q}=\int_{A}^{B} \mathbf{E} \cdot d \mathbf{l} \tag{2-93}
\end{equation*}
$$

If $V_{A B}$ is positive, there is a loss in potential energy associated with the movement of the charge from $A$ to $B$; that is, the field does the work. If $V_{A B}$ is negative, there is a gain in potential energy associated with the movement of the charge from $A$ to $B$; that is, an external agent has to do the work. The units of potential difference are newton-meters per coulomb or joules per coulomb, commonly known as volts. This gives the units of volts per meter to the electric field intensity.

Example 2-13. In cartesian coordinates, the electric field intensity is given by

$$
\mathbf{E}=y z \mathbf{i}_{x}+z x \mathbf{i}_{y}+x y \mathbf{i}_{z}
$$

Find the potential difference between the points $A(0,22.7,99)$ and $B(1,1,1)$. Is it necessary to specify a path for line integration between the two points?

In cartesian coordinates, $d \mathbf{l}=d x \mathbf{i}_{x}+d y \mathbf{i}_{y}+d z \mathbf{i}_{z}$ so that

$$
\begin{aligned}
V_{A B} & =\int_{A}^{B} \mathbf{E} \cdot d \mathbf{l}=\int_{A}^{B}\left(y z \mathbf{i}_{x}+z x \mathbf{i}_{y}+x y \mathbf{i}_{z}\right) \cdot\left(d x \mathbf{i}_{x}+d y \mathbf{i}_{y}+d z \mathbf{i}_{z}\right) \\
& =\int_{A}^{B}(y z d x+z x d y+x y d z) \\
& =\int_{A}^{B} d(x y z)=[x y z]_{A}^{B}
\end{aligned}
$$

Since $\mathbf{E} \cdot d \mathbf{l}$ is the total derivative of a function of $x, y, z$, it is not necessary to specify a path for the line integration between the two points. $V_{A B}$ is dependent only on the coordinates of the end points $A$ and $B$. We will find in Section 2.11 that this is a general characteristic of the static electric field. Here, we have

$$
V_{A B}=[x y z]_{A}^{B}=[x y z]_{0,22.7,99}^{1,1,1}=1 .
$$

### 2.9 The Potential Field of Point Charges

Let us now consider two points $A$ and $B$ in the electric field of a point charge $Q$ situated at distances $r_{A}$ and $r_{B}$, respectively, from the point charge as shown in Fig. 2.22. Using (2-93), the potential difference between $A$ and $B$ can be computed for any specified path from $A$ to $B$. Noting that $\mathbf{E}=$ $\left(Q / 4 \pi \epsilon_{0} r^{2}\right) \mathbf{i}_{r}$ for a point charge and that the differential length vector $d \mathbf{l}$ is given in spherical coordinates as

$$
\begin{equation*}
d \mathbf{l}=d r \mathbf{i}_{r}+r d \theta \mathbf{i}_{\theta}+r \sin \theta d \phi \mathbf{i}_{\phi} \tag{2-94}
\end{equation*}
$$



Fig. 2.22. Computation of the potential difference between two points in the electric field of a point charge.
we have, from (2-93),

$$
\begin{align*}
V_{A B} & =\int_{A}^{B} \mathbf{E} \cdot d \mathbf{l}=\int_{A}^{B}\left(\frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r}\right) \cdot\left(d r \mathbf{i}_{r}+r d \theta \mathbf{i}_{\theta}+r \sin \theta d \phi \mathbf{i}_{\phi}\right)  \tag{2-95}\\
& =\int_{r=r_{A}}^{r_{B}} \frac{Q}{4 \pi \epsilon_{0} r^{2}} d r=\frac{Q}{4 \pi \epsilon_{0} r_{A}}-\frac{Q}{4 \pi \epsilon_{0} r_{B}}
\end{align*}
$$

Equation (2-95) indicates that, for a given charge $Q$, the potential difference between the two points is dependent only upon their distances from the point charge and not on the path from $A$ to $B$ chosen for its evaluation. Furthermore, the potential difference is the difference between two terms, one of which is dependent on $r_{A}$ only and the other dependent on $r_{B}$ only. We can call these terms the potentials at $r_{A}$ and $r_{B}$, respectively. If we denote these potentials as $V_{A}$ and $V_{B}$, respectively, we have, from (2-95),

$$
\begin{align*}
V_{A} & =\frac{Q}{4 \pi \epsilon_{0} r_{A}}  \tag{2-96}\\
V_{B} & =\frac{Q}{4 \pi \epsilon_{0} r_{B}} \tag{2-97}
\end{align*}
$$

The right sides of Eqs. (2-96) and (2-97) are, however, not unique expressions for $V_{A}$ and $V_{B}$ since, on the right side of (2-95), we can add and subtract any arbitrary constant $C$ without altering its value; that is,

$$
\begin{equation*}
V_{A B}=\left(\frac{Q}{4 \pi \epsilon_{0} r_{A}}+C\right)-\left(\frac{Q}{4 \pi \epsilon_{0} r_{B}}+C\right) \tag{2-98}
\end{equation*}
$$

which then leads to

$$
\begin{align*}
& V_{A}=\frac{Q}{4 \pi \epsilon_{0} r_{A}}+C  \tag{2-99}\\
& V_{B}=\frac{Q}{4 \pi \epsilon_{0} r_{B}}+C \tag{2-100}
\end{align*}
$$

If we let $C=Q / 4 \pi \epsilon_{0} r_{0}$, where $r_{0}$ is a constant, we have

$$
\begin{align*}
& V_{A}=\frac{Q}{4 \pi \epsilon_{0} r_{A}}-\frac{Q}{4 \pi \epsilon_{0} r_{0}}  \tag{2-101a}\\
& V_{B}=\frac{Q}{4 \pi_{\theta} r_{B}}-\frac{Q}{4} \frac{Q}{\pi r_{0}} \tag{2-101b}
\end{align*}
$$

Comparing (2-101a) with (2-95), we note that $V_{A}$ is the potential difference between point $A$ and another point situated at a distance $r_{0}$ from the point charge, which we will call the reference point. Similarly, $V_{B}$ is the potential difference between the point $B$ and the same reference point. Thus the potential at any point is simply the potential difference between that point and an arbitrary reference point. But then, what is the potential at the reference point? The answer to this question is obtained by substituting $r_{A}=r_{0}$ in (2-101a) or $r_{B}=r_{0}$ in (2-101b), both of which result in zero. The potential at the reference point is therefore zero. To complete the definition, we state that the potential at any point is the potential difference between that point and an arbitrary reference point at which the potential is zero. In the case of a point charge, a convenient reference point is $r_{0}=\infty$. We then have

$$
\begin{equation*}
V(r)=\frac{Q}{4 \pi \epsilon_{0} r} \tag{2-102}
\end{equation*}
$$

The potential at a distance $r$ from the point charge is thus the work done per unit charge by the field in the movement of a test charge from that point to infinity or, it is the work done per unit charge by an external agent in bringing a test charge from infinity to that point; that is,

$$
\begin{equation*}
V(r)=\int_{r}^{\infty} \mathbf{E} \cdot d \mathbf{l}=-\int_{\infty}^{r} \mathbf{E} \cdot d \mathbf{l} \tag{2-103}
\end{equation*}
$$

The right side of (2-102) represents the potential field of a point charge. It is also known as the Coulomb potential of a point charge. In contrast to the vector nature of the electric field intensity, the potential field is a scalar field.

Surfaces on which potential is a constant are known as equipotential surfaces. If a test charge is moved on such a surface from one point to another, no work is involved since the potential difference between any two points is zero. For the point charge, the equipotential surfaces are, according to (2-102), $r=$ constant, that is, surfaces of spheres centered at the point
charge. The equipotential surfaces are thus orthogonal to the direction lines of $\mathbf{E}$ which are radial, as shown in Fig. 2.23. This result is to be expected not only for a point charge but for any charge distribution, since if we move a test charge along a path everywhere normal to the direction lines, there is no component of force acting on the charge along the direction of the path and hence the work involved is zero.


Fig. 2.23. Cross sections of equipotential surfaces and direction lines of $\mathbf{E}$ for a point charge.

For several point charges located at different points as shown in Fig. 2.5 , the potential at any point $P$ is the work done per unit charge by an external agent in bringing a test charge from infinity to that point in the combined electric field $\mathbf{E}$ of all the charges; that is,

$$
\begin{align*}
V(P) & =-\int_{\infty}^{P} \mathbf{E} \cdot d \mathbf{l} \\
& =-\int_{\infty}^{P}\left(\mathbf{E}_{1}+\mathbf{E}_{2}+\mathbf{E}_{3}+\cdots+\mathbf{E}_{n}\right) \cdot d \mathbf{l}  \tag{2-104}\\
& =-\int_{\infty}^{P} \mathbf{E}_{1} \cdot d \mathbf{l}-\int_{\infty}^{P} \mathbf{E}_{2} \cdot d \mathbf{l}-\cdots-\int_{\infty}^{P} \mathbf{E}_{n} \cdot d \mathbf{l}
\end{align*}
$$

where $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}, \ldots, \mathbf{E}_{n}$ are the electric field intensities due to the individual point charges $Q_{1}, Q_{2}, Q_{3}, \ldots, Q_{n}$, respectively. But each term on the.right side of (2-104) is equal to the potential at the point $P$ due to the corresponding charge. Thus

$$
\begin{align*}
V(P) & =\frac{Q_{1}}{4 \pi \epsilon_{0} R_{1}}+\frac{Q_{2}}{4 \pi \epsilon_{0} R_{2}}+\cdots+\frac{Q_{n}}{4 \pi \epsilon_{0} R_{n}}  \tag{2-105}\\
& =\sum_{j=1}^{n} \frac{Q_{j}}{4 \pi \epsilon_{0} R_{j}}
\end{align*}
$$

The potential at $P$ due to the collection of point charges is the sum of the potentials at $P$ due to the individual charges. In the vector notation defined in connection with Eq. (2-20), we write

$$
\begin{equation*}
V(\mathbf{r})=\sum_{j=1}^{n} \frac{Q_{j}}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}_{j}^{\prime}\right|} \tag{2-106}
\end{equation*}
$$

Example 2-14. For the electric dipole arrangement of Fig. 2.7, it is desired to find the potential at distances very far from the dipole compared to the spacing $d$.

With reference to the notation of Fig. 2.7, the electric potential at point $P$ is given by

$$
\begin{equation*}
V(r)=\frac{Q}{4 \pi \epsilon_{0} r_{+}}-\frac{Q}{4 \pi \epsilon_{0} r_{-}} \tag{2-107}
\end{equation*}
$$

For $r \gg d$, (2-107) can be approximated as

$$
\begin{align*}
V(r) & \approx \frac{Q}{4 \pi \epsilon_{0}[r-(d / 2) \cos \theta]}-\frac{Q}{4 \pi \epsilon_{0}[r+(d / 2) \cos \theta]} \\
& =\frac{Q d \cos \theta}{4 \pi \epsilon_{0}\left[r^{2}-\left(d^{2} / 4\right) \cos ^{2} \theta\right]} \approx \frac{Q d \cos \theta}{4 \pi \epsilon_{0} r^{2}} \tag{2-108}
\end{align*}
$$

Equation (2-108) becomes exact in the limit $d \rightarrow 0$, keeping the dipole moment $p=Q d$ constant. We then have the potential field of dipole moment $\mathbf{p}=p \mathbf{i}_{z}$ given by

$$
\begin{equation*}
V(r)=\frac{p \cos \theta}{4 \pi \epsilon_{0} r^{2}}=\frac{\mathbf{p} \cdot \mathbf{i}_{r}}{4 \pi \epsilon_{0} r^{2}}=\frac{\mathbf{p} \cdot \mathbf{r}}{4 \pi \epsilon_{0} r^{3}} \tag{2-109}
\end{equation*}
$$

The potential field of a dipole drops off inversely as the square of the distance, as compared to the inverse distance dependence of the potential field of a point charge. Likewise, the potential field of a quadrupole can be shown to vary inversely as $r^{3}$. The potential fields of successive higher-order multipoles vary inversely as $r^{4}, r^{5}, \ldots$. From (2-109), we note that the equipotential surfaces for the dipole field are $(\cos \theta) / r^{2}=$ constant, or

$$
\begin{equation*}
r^{2} \sec \theta=\text { constant } \tag{2-110}
\end{equation*}
$$

Cross sections of these surfaces are sketched in Fig. 2.24, in which the direction lines of $\mathbf{E}$ taken from Fig. 2.12 are also shown. It is left as an exercise for the student to show that the equipotential surfaces given by (2-110) and the direction lines given by (2-49) are orthogonal.

Example 2-15. A point charge $Q$ is situated at a vector distance $\mathbf{r}^{\prime}$ from the origin of a coordinate system as shown in Fig. 2.25. It is desired to find the potential due to this point charge at distances $\mathbf{r}$ from the origin large in magnitude compared to $\mathbf{r}^{\prime}$ in the form of a power series in $r$.

Let $P$ be the point at which the potential is desired. Then, from (2-106), the potential at $P$ due to $Q$ is given by

$$
\begin{align*}
V(\mathbf{r}) & =\frac{Q}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& =\frac{Q}{4 \pi \epsilon_{0}\left(r^{2}+r^{\prime 2}-2 r r^{\prime} \cos \alpha\right)^{1 / 2}}  \tag{2-111}\\
& =\frac{Q}{4 \pi \epsilon_{0} r}\left(1+\frac{r^{\prime 2}}{r^{2}}-\frac{2 \mathbf{r}^{\prime} \cdot \mathbf{r}}{r^{2}}\right)^{-1 / 2}
\end{align*}
$$



Fig. 2.24. Cross sections of equipotential surfaces and direction lines of $\mathbf{E}$ for an electric dipole.


Fig. 2.25. For the computation of potential due to a point charge at distances large compared to its distance from the origin.

Using the binomial theorem,

$$
(1+x)^{n}=1+n x+\frac{n(n-1)}{2!} x^{2}+\cdots
$$

we have

$$
\begin{align*}
V(\mathbf{r})= & \frac{Q}{4 \pi \epsilon_{0} r}\left[1+\left(-\frac{1}{2}\right)\left(\frac{r^{\prime 2}}{r^{2}}-\frac{2 \mathbf{r}^{\prime} \cdot \mathbf{r}}{r^{2}}\right)+\frac{1}{2}\left(-\frac{1}{2}\right)\left(-\frac{3}{2}\right)\left(\frac{r^{2}}{r^{2}}-\frac{2 \mathbf{r}^{\prime} \cdot \mathbf{r}}{r^{2}}\right)^{2}\right. \\
& +\cdots \text { higher-order terms }] \\
= & \frac{Q}{4 \pi \epsilon_{0} r}\left\{1+\frac{\mathbf{r}^{\prime} \cdot \mathbf{r}}{r^{2}}+\frac{1}{2 r^{4}}\left[3\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right)^{2}-r^{2} r^{\prime 2}\right]+\cdots \text { higher-order terms }\right\} \tag{2-112}
\end{align*}
$$

For $r^{\prime} / r \ll 1$, the magnitudes of the successive terms on the right side of (2-112) decrease rapidly as can be seen by writing (2-112) as

$$
\begin{align*}
V(\mathbf{r})= & \frac{Q}{4 \pi \epsilon_{0} r}\left[1+\left(\frac{r^{\prime}}{r}\right) \cos \alpha+\left(\frac{r^{\prime}}{r}\right)^{2}\left(\frac{3 \cos ^{2} \alpha-1}{2}\right)\right.  \tag{2-113}\\
& +\cdots \text { higher-order terms }]
\end{align*}
$$

Hence, for $r^{\prime} \ll r$, only the first few terms are significant. Furthermore, writing

$$
\begin{align*}
V(\mathbf{r}) & =\frac{Q}{4 \pi \epsilon_{0} r}+\frac{Q \mathbf{r}^{\prime} \cdot \mathbf{r}}{4 \pi \epsilon_{0} r^{3}}+\frac{Q}{8 \pi \epsilon_{0} r^{5}}\left[3\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right)^{2}-r^{2} r^{\prime 2}\right]+\cdots  \tag{2-114}\\
& =\frac{Q}{4 \pi \epsilon_{0} r}+\frac{Q r^{\prime} \cos \alpha}{4 \pi \epsilon_{0} r^{2}}+\frac{Q r^{\prime 2}}{4 \pi \epsilon_{0} r^{3}}\left(\frac{3 \cos ^{2} \alpha-1}{2}\right)+\cdots
\end{align*}
$$

we observe that, on the right side of (2-114), the first term is the potential at $P$ due to a point charge $Q$ at the origin; the second term is the potential at $P$ due a dipole moment $\mathbf{p}=Q \mathbf{r}^{\prime}$ at the origin; the third term seems like the potential at $P$ due to a quadrupole at the origin since it varies as $1 / r^{3}$, and so on.
$\because$ If we have several point charges $Q_{1}, Q_{2}, Q_{3}, \ldots, Q_{n}$ situated at $\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}^{\prime}$, $\mathbf{r}_{3}^{\prime}, \ldots, \mathbf{r}_{n}^{\prime}$, the potential at $\mathbf{r}$ due to this collection of point charges can be written by applying superposition to (2-114) as

$$
\begin{align*}
V(\mathbf{r}) & =\sum_{j=1}^{n}\left\{\frac{Q_{j}}{4 \pi \epsilon_{0} r}+\frac{Q_{j} \mathbf{r}_{j}^{\prime} \cdot \mathbf{r}}{4 \pi \epsilon_{0} r^{3}}+\frac{Q_{i}}{8 \pi \epsilon_{0} r^{5}}\left[3\left(\mathbf{r}_{j}^{\prime} \cdot \mathbf{r}\right)^{2}-r^{2} r_{j}^{\prime 2}\right]+\cdots\right\} \\
& =\frac{\sum_{j=1}^{n} Q_{j}}{4 \pi \epsilon_{0} r}+\frac{\sum_{j=1}^{n} Q_{j} \mathbf{r}_{j}^{\prime} \cdot \mathbf{r}}{4 \pi \epsilon_{0} r^{3}}+\cdots \tag{2-115}
\end{align*}
$$

The potential due to the collection of point charges at large distances from the collection is thus a superposition of the potentials due to a point charge
of value $\sum_{j=1}^{n} Q_{j}$, a dipole moment $\sum_{j=1}^{n} Q_{j} \mathbf{r}_{j}^{\prime}$, and so on, all situated at the origin. We note that if the sum of the charges is zero, the first significant term is that of the dipole moment. Likewise, if the sum of the charges as well as the dipole moment are zero, the first significant term is the quadrupole term, and so on. Usually, two significant terms will suffice.

Example 2-16. Point charges are located at the corners of a cube of sides $1 \mathrm{~m}^{2}$, with one corner placed at the origin and three edges coinciding with the coordinate axes as shown in Fig. 2.26. Values of the point charges in coulombs are indicated at the respective corners. Find the first two significant terms in the potential of this collection of charges at large distances from it.


Fig. 2.26. Point charges located at the corners of a cube. Values of the point charges indicated at the respective corners are in coulombs.

The solution to this problem consists of evaluating $\Sigma Q$ and $\Sigma Q \mathbf{r}^{\prime}$ for the collection of point charges and substituting the results in (2-115). These quantities are evaluated with the aid of Table 2.2.

The potential for large $r$ correct to the first two significant terms is thein given by

$$
\begin{align*}
V & =\frac{\sum Q}{4 \pi \epsilon_{0} r}+\frac{\sum Q \mathbf{r}^{\prime} \cdot \mathbf{r}}{4 \pi \epsilon_{0} r^{3}} \\
& =\frac{3}{4 \pi \epsilon_{0} r}+\frac{\left(-3 \mathbf{i}_{x}+6 \mathbf{i}_{y}\right) \cdot \mathbf{i}_{r}}{4 \pi \epsilon_{0} r^{2}}  \tag{2-116}\\
& =\frac{3}{4 \pi \epsilon_{0} r}+\frac{-3 \sin \theta \cos \phi+6 \sin \theta \sin \phi}{4 \pi \epsilon_{0} r^{2}}
\end{align*}
$$

If, in Table 2.2, $\Sigma Q$ is zero, then we have to evaluate the third term if the result is to be correct to the first two significant terms, and so on.

TABLE 2.2. Computation of $\Sigma Q$ and $\Sigma Q r^{\prime}$ for the Arrangement of Point Charges in Fig. 2.26

| Location <br> $(x, y, z)$ | Charge, $Q$ | $\mathbf{r}^{\prime}$ | $Q \mathbf{r}^{\prime}$ |
| :---: | :---: | :---: | :---: |
| $0,0,0$ | 1 | 0 | 0 |
| $1,0,0$ | -1 | $\mathbf{i}_{x}$ | $-\mathbf{i}_{x}$ |
| $0,1,0$ | 2 | $\mathbf{i}_{y}$ | $2 \mathbf{i}_{y}$ |
| $0,0,1$ | -1 | $\mathbf{i}_{z}$ | $-\mathbf{i}_{z}$ |
| $1,1,0$ | 1 | $\mathbf{i}_{x}+\mathbf{i}_{y}$ | $\mathbf{i}_{x}+\mathbf{i}_{y}$ |
| $0,1,1$ | 4 | $\mathbf{i}_{y}+\mathbf{i}_{z}$ | $4 \mathbf{i}_{y}+4 \mathbf{i}_{z}$ |
| $1,0,1$ | -2 | $\mathbf{i}_{x}+\mathbf{i}_{z}$ | $-2 \mathbf{i}_{x}-2 \mathbf{i}_{z}$ |
| $1,1,1$ | -1 | $\mathbf{i}_{x}+\mathbf{i}_{y}+\mathbf{i}_{z}$ | $-\mathbf{i}_{x}-\mathbf{i}_{y}-\mathbf{i}_{z}$ |
|  | $\sum Q=3$ |  | $\sum Q \mathbf{r}^{\prime}=-3 \mathbf{i}_{x}+6 \mathbf{i}_{y}$ |

### 2.10 The Potential Field of Continuous Charge Distributions

In the previous section we considered the potential field of collections of point charges at discrete points. In this section we will extend the discussion to continuous charge distributions. As in Section 2.4, we divide the continuous charge distribution into several infinitesimal parts, each of which can be considered as a point charge, and obtain the potential at any point due to the total charge as the superposition of the potentials due to the individual point charges. To do this, we again have to evaluate integrals as in Section 2.4. However, the integrals involve the scalar quantity potential instead of the vector quantity electric field intensity. Hence, for a particular charge distribution, the potential at any point is given by a single integral, whereas for the determination of the electric field intensity as in Section 2.4, it is necessary to evaluate three integrals for the three components in the general case. We will illustrate the determination of the potential for continuous charge distributions through some examples.

EXAMPLE 2-17. An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated along the $z$ axis. It is desired to obtain the potential field due to this charge.

First we divide the line into a number of infinitesimal segments each of length $d z$ as shown in Fig. 2.27, such that the charge $\rho_{L 0} d z$ in each segment can be considered as a point charge. Let us consider a point $P$ at a distance $r$ from the $z$ axis, with the projection of $P$ onto the $z$ axis being $O$. For the sake of generality, we consider the point $P_{0}$ at a distance $r_{0}$ from $O$ along $O P$ as the reference point for zero potential and write the potential $d V$ at $P$ due to the infinitesimal charge $\rho_{L 0} d z$ at $A$ as


Fig. 2.27. Geometry for the computation of the potential field of an infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$.

$$
\begin{align*}
d V & =\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0}(A P)}-\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0}\left(A P_{0}\right)}  \tag{2-117}\\
& =\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0} \sqrt{r^{2}+z^{2}}}-\frac{\rho_{L 0} d z}{4 \pi \epsilon_{00} \sqrt{r_{0}^{2}+z^{2}}}
\end{align*}
$$

We will, however, find later that we have to choose the reference point for zero potential at a finite value of $r$, in contrast to the case of the point charge for which the reference point can be chosen to be infinity. The potential $V$ at $P$ due to the entire line charge is now given by the integral of (2-117), where the integration is to be performed between the limits $z=-\infty$ and $z=\infty$. Thus

$$
\begin{align*}
V & =\int_{z=-\infty}^{\infty} d V=\int_{z=-\infty}^{\infty}\left(\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0} \sqrt{r^{2}+z^{2}}}-\frac{\rho_{L 0} d z}{4 \pi \epsilon_{0} \sqrt{r_{0}^{2}+z^{2}}}\right)  \tag{2-118}\\
& =\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} \int_{z=0}^{\infty}\left(\frac{d z}{\sqrt{r^{2}+z^{2}}}-\frac{d z}{\sqrt{r_{0}^{2}+z^{2}}}\right)
\end{align*}
$$

Introducing $z=r \tan \alpha$ and $z=r_{0} \tan \alpha_{0}$ in the first and second terms, respectively, in the integrand on the right side of (2-118), we have

$$
\begin{align*}
V & =\frac{\rho_{L 0}}{2 \pi \epsilon_{0}}\left(\int_{\alpha=0}^{\pi / 2} \sec \alpha d \alpha-\int_{\alpha_{0}=0}^{\pi / 2} \sec \alpha_{0} d \alpha_{0}\right) \\
& =\frac{\rho_{L 0}}{2 \pi \epsilon_{0}}\left\{[\ln (\sec \alpha+\tan \alpha)]_{\alpha=0}^{\pi / 2}-\left[\ln \left(\sec \alpha_{0}+\tan \alpha_{0}\right)\right]_{\alpha_{0}=0}^{\pi / 2}\right\} \\
& =\frac{\rho_{L 0}}{2 \pi \epsilon_{0}}\left[\ln \frac{\left(\sqrt{r^{2}+z^{2}}+z\right) r_{0}}{\left(\sqrt{r_{0}^{2}+z^{2}}+z\right) r}\right]_{z=0}^{\infty}  \tag{2-119}\\
& =-\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} \ln \frac{r}{r_{0}}
\end{align*}
$$

In view of the cylindrical symmetry about the line charge, (2-119) is the general expression in cylindrical coordinates for the potential field of the infinitely long line charge of uniform density. It can be seen from (2-119) that a choice of $r_{0}=\infty$ is not a good choice, since then the potential would be infinity at all points. The difficulty lies in the fact that infinity plus a finite number is still infinity. We also note from (2-119) that the equipotential surfaces are $\ln r / r_{0}=$ constant or $r=$ constant, that is, surfaces of cylinders with the line charge as their axis. In Ex. 2-4, we found that the electric field intensity due to the line charge is directed radially away from the line charge. Thus the direction lines of $\mathbf{E}$ and the equipotential surfaces are indeed orthogonal to each other.

Generalizing the expression for the computation of potential for a line charge distribution of density $\rho_{L}\left(\mathbf{r}^{\prime}\right)$ occupying a contour $C^{\prime}$, we have

$$
\begin{equation*}
V(\mathbf{r})=\int_{C^{\prime}} \frac{\rho_{L}\left(\mathbf{r}^{\prime}\right)}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d l^{\prime} \tag{2-120a}
\end{equation*}
$$

This is the Coulomb potential of line charge distribution $\rho_{L}\left(\mathbf{r}^{\prime}\right)$. Similarly, for a surface charge distribution of density $\rho_{s}\left(\mathbf{r}^{\prime}\right)$ occupying a surface $S^{\prime}$, we have

$$
\begin{equation*}
V(\mathbf{r})=\int_{s^{\prime}} \frac{\rho_{s}\left(\mathbf{r}^{\prime}\right)}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime} \tag{2-120b}
\end{equation*}
$$

and for a volume charge distribution of density $\rho\left(\mathbf{r}^{\prime}\right)$ occupying a volume $V^{\prime}$, we have

$$
\begin{equation*}
V(\mathbf{r})=\int_{V^{\prime}} \frac{\rho\left(\mathbf{r}^{\prime}\right)}{4 \pi \epsilon_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} \tag{2-120c}
\end{equation*}
$$

EXAMPLE 2-18. A cube charge of sides $1 \mathrm{~m}^{2}$ is situated with one corner at the origin and three edges coinciding with the coordinate axes. The charge density $\rho$ within the cube is given by

$$
\rho=(x+y+z) \mathrm{C}
$$

Find the potential field of the cube charge at large distances from it correct to the first two significant terms.

This problem is an extension of Example 2-16 to a continuous charge distribution. For a continuous charge distribution, the summations of (2-115) have to be replaced by integrals so that we have

$$
\begin{equation*}
V=\frac{\int_{\mathrm{vol}} d Q}{4 \pi \epsilon_{0} r}+\frac{\left(\int_{\mathrm{vol}} d Q \mathbf{r}^{\prime} \cdot \mathbf{r}\right)}{4 \pi \epsilon_{0} r^{3}}+\ldots \tag{2-121}
\end{equation*}
$$

For the specified charge distribution

$$
\begin{align*}
\int_{\mathrm{vol}} d Q & =\int_{\mathrm{vol}} \rho d v \\
& =\int_{x=0}^{1} \int_{y=0}^{1} \int_{z=0}^{1}(x+y+z) d x d y d z  \tag{2-122}\\
& =\frac{3}{2} \mathrm{C} \\
\int_{\mathrm{vol}}\left(d Q \mathbf{r}^{\prime}\right) & =\int_{\mathrm{vol}} \rho d v \mathbf{r}^{\prime} \\
& =\int_{x=0}^{1} \int_{y=0}^{1} \int_{z=0}^{1}(x+y+z) d x d y d z\left(x \mathbf{i}_{x}+y \mathbf{i}_{y}+z \mathbf{i}_{z}\right) \\
& =\frac{5}{6}\left(\mathbf{i}_{x}+\mathbf{i}_{y}+\mathbf{i}_{z}\right) \mathrm{C}-\mathrm{m} \tag{2-123}
\end{align*}
$$

Substituting (2-122) and (2-123) into (2-121), we obtain

$$
\begin{align*}
V & =\frac{3}{8 \pi \epsilon_{0} r}+\frac{5\left(\mathbf{i}_{x}+\mathbf{i}_{y}+\mathbf{i}_{z}\right) \cdot \mathbf{r}}{24 \pi \epsilon_{0} r^{3}} \\
& =\frac{3}{8 \pi \epsilon_{0} r}+\frac{5}{24 \pi \epsilon_{0} r^{2}}(\sin \theta \cos \phi+\sin \theta \sin \phi+\cos \theta) \tag{2-124}
\end{align*}
$$

correct to the first two significant terms.

### 2.11 Maxwell's Curl Equation for the Static Electric Field

In Section 2.9 we showed that the potential difference between two points $A$ and $B$, that is, the quantity $\int_{A}^{B} \mathbf{E} \cdot d \mathbf{l}$, in the field of a point charge is independent of the path followed from $A$ to $B$ to evaluate it. Suppose we now consider two different paths $A C B$ and $A D B$ in the field of a point charge as shown in Fig. 2.28. We then have

$$
\begin{equation*}
\int_{A C B} \mathbf{E} \cdot d \mathbf{l}=\int_{A D B} \mathbf{E} \cdot d \mathbf{l} \tag{2-125}
\end{equation*}
$$



Fig. 2.28. Two different paths between points $A$ and $B$ in the electric field of a point charge.
where

$$
\mathbf{E}=\frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r}
$$

Equation (2-125) can be rearranged to read

$$
\int_{A C B} \mathbf{E} \cdot d \mathbf{l}-\int_{A D B} \mathbf{E} \cdot d \mathbf{l}=0
$$

or

$$
\begin{equation*}
\int_{A C B} \mathbf{E} \cdot d \mathbf{l}+\int_{B D A} \mathbf{E} \cdot d \mathbf{l}=0 \tag{2-126}
\end{equation*}
$$

or

$$
\begin{equation*}
\oint_{A C B D A} \mathbf{E} \cdot d \mathbf{l}=0 \tag{2-127}
\end{equation*}
$$

where we have introduced a circle in the integral sign to indicate that the integral is evaluated around a closed path.

If we now have a collection of point charges discrete or continuous, we can apply superposition in the usual manner and arrive at the result that, for any static electric field $\mathbf{E}$,

$$
\begin{equation*}
\oint \mathbf{E} \cdot d \mathbf{l}=0 \tag{2-128}
\end{equation*}
$$

Equation (2-128) states that the line integral of the electric field intensity vector of any static charge distribution evaluated around a closed path, or the circulation of the static electric field, is equal to zero. Multiplying both sides of (2-128) by a test charge $q$, we obtain

$$
\begin{equation*}
\oint q \mathbf{E} \cdot d \mathbf{l}=0 \tag{2-129}
\end{equation*}
$$

which states that the work involved in moving a test charge around a closed path in a static electric field is equal to zero. If a certain amount of work is done by an external agent during a portion of the closed path, the same amount of work must be done by the field during the remainder of the closed path. It is now evident that (2-129) is simply a statement of conservation of energy, which is so familiar in the case of the gravitational field as the work done in moving a mass around a closed path is zero. Fields which satisfy this property are known as conservative fields. The static electric field is thus a conservative field. In Chapter 4 we will learn that a time-varying electric field does not satisfy this property.

From the definition of the curl of a vector, we have

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{E}=\lim _{\Delta S \rightarrow 0} \frac{\oint_{\Delta C} \mathbf{E} \cdot d \mathbf{l}}{\Delta S} \mathbf{i}_{n} \tag{2-130}
\end{equation*}
$$

where $\Delta S$ is the area bounded by the closed path $\Delta C$ and $\mathbf{i}_{n}$ is the normal vector to the area which should be oriented such that $\oint_{\Delta C} \mathbf{E} \cdot d \mathbf{l}$ is a maximum. However, for the static electric field, $\oint \mathbf{E} \cdot d \mathbf{I}=0$ for any closed path
and hence the right side of (2-130) is identically zero, thus giving

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{E}=0 \tag{2-131}
\end{equation*}
$$

Equation (2-131) is Maxwell's curl equation for the static electric field. It states that the curl of the static electric field intensity vector is everywhere equal to zero. Fields which satisfy the property of zero curl are known as irrotational fields; that is, such fields cannot rotate the paddle wheel discussed in Section 1.9. Together with Maxwell's divergence equation for the electric field given by (2-82), (2-131) completely defines the properties of the static electric field. Equation (2-131) determines whether or not a given vector field is realizable as a static electric field whereas Eq. (2-82) relates the field to the charge distribution responsible for producing the field. As an alternative approach to that which we followed in this chapter, it is possible to accept these two equations as,a starting point and obtain the electric field intensity of a point charge and other charge distributions.

Example 2-19. Determine if the following fields are realizable as static electric fields.
(a) $\mathbf{F}_{a}=-y \mathbf{i}_{x}+x \mathbf{i}_{y} \quad$ cartesian coordinates
(b) $\mathbf{F}_{b}=\left(p_{L} / 2 \pi \epsilon_{0} r^{2}\right)\left(\cos \phi \mathbf{i}_{r}+\sin \phi \mathbf{i}_{\phi}\right) \quad$ cylindrical coordinates
(c) $\mathbf{F}_{c}=\sin \theta \mathbf{i}_{r}+\cos \theta \mathbf{i}_{\theta} \quad$ spherical coordinates
(a)

$$
\nabla \times \mathbf{F}_{a}=\left|\begin{array}{ccc}
\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
-y & x & 0
\end{array}\right| \neq 0
$$

Hence $\mathbf{F}_{a}$ cannot be realized as a static electric field.
(b)

$$
\nabla \times \mathbf{F}_{b}=\left|\begin{array}{ccc}
\frac{\mathbf{i}_{r}}{r} & \mathbf{i}_{\phi} & \frac{\mathbf{i}_{z}}{r} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \phi} & \frac{\partial}{\partial z} \\
\frac{p_{L} \cos \phi}{2 \pi \epsilon_{0} r^{2}} & p_{L} \sin \phi \\
2 \pi \epsilon_{0} r & 0
\end{array}\right|=0
$$

Hence $\mathbf{F}_{b}$ is realizable as a static electric field. It is left as an exercise (Problem 2.15) for the student to show that $\mathbf{F}_{b}$ is the field of a two-dimensional electric dipole of moment $p_{L}$.
(c)

$$
\boldsymbol{\nabla} \times \mathbf{F}_{c}=\left|\begin{array}{ccc}
\frac{\mathbf{i}_{r}}{r^{2} \sin \theta} & \frac{\mathbf{i}_{\theta}}{r \sin \theta} & \frac{\mathbf{i}_{\phi}}{r} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \phi} \\
\sin \theta & r \cos \theta & 0
\end{array}\right|=0
$$

Hence $\mathbf{F}_{c}$ can be realized as a static electric field. In fact, if we note that, in cylindrical coordinates, $\mathbf{F}_{c}=\mathbf{i}_{r}$, the irrotational nature of $\mathbf{F}_{c}$ becomes obvious.

### 2.12 The Relationship Between Electric Field Intensity and Potential

In Section 1.9, we learned that the curl of any vector which can be expressed as the gradient of a scalar is zero. Conversely, if the curl of a vector is equal to zero, the vector can be expressed as the gradient of a scalar. From (2-131), we can say therefore, that the static electric field vector $\mathbf{E}$ can be expressed as the gradient of a scalar, say, $\Phi$. The question that arises now is: What is this scalar function $\Phi$ ? For a hint, let us compare the direction of the gradient of the potential $V$ with the direction of $\mathbf{E}$. The direction of the gradient of a scalar function at any point is the normal to the surface passing through that point and on which the scalar function has a constant value. Hence the direction of $\nabla V$ is normal to the equipotential surfaces. But we found in Section 2.9 that $\mathbf{E}$ is normal to the equipotential surfaces. Thus the directions of $\boldsymbol{\nabla} V$ and $\mathbf{E}$ at a point have to be either the same or opposite.

To determine which of these is correct and to probe the relationship between $\mathbf{E}$ and $V$ further, let us consider two equipotential surfaces in a static electric field as shown in Fig. 2.29. Let the potentials on these surfaces

Fig. 2.29. For the determination of the relationship between $\mathbf{E}$ and $V$.

be $V$ and $V+\Delta V$, where $\Delta V$ is infinitesimal. Since $\Delta V$ is infinitesimal, the two surfaces are infinitesimally close so that we can assume that the electric field intensity between the two surfaces in the neighborhood of point $A$ is uniform and equal to the electric field intensity $\mathbf{E}_{A}$ at point $A$. We know from previous discussion that $\mathbf{E}_{A}$ is normal to the equipotential surface $V$ at $A$. To decide whether $\mathbf{E}_{A}$ is directed towards the equipotential surface $V+\Delta V$ or away from it, we note that, if a test charge is moved along the direction of $\mathbf{E}$, the field does the work; that is, the charge accelerates and hence loses potential energy. This is the same as stating that the charge moves from a higher potential to a lower potential. Thus $\mathbf{E}_{A}$ is directed away from the equipotential surface $V+\Delta V$ as shown in Fig. 2.29. Now, the potential difference between point $A$ and another point $B$ on the equipotential surface $V+\Delta V$ can be written, using (2-93), as

$$
\begin{equation*}
V_{A B}=\int_{A}^{B} \mathbf{E} \cdot d \mathbf{l}=\mathbf{E}_{A} \cdot \Delta \mathbf{l} \tag{2-132}
\end{equation*}
$$

But

$$
\begin{equation*}
V_{A B}=V-(V+\Delta V)=-\Delta V \tag{2-133}
\end{equation*}
$$

Also, if $\Delta \mathrm{n}$ is the normal vector from the surface $V$ up to the surface $V+\Delta V$, we have

$$
\begin{equation*}
\mathbf{E}_{A} \cdot \Delta \mathbf{l}=-E_{A} \Delta l \cos \alpha=-E_{A} \Delta n \tag{2-134}
\end{equation*}
$$

Substituting (2-133) and (2-134) into (2-132), we obtain

$$
\begin{equation*}
-\Delta V=-E_{A} \Delta n \tag{2-135}
\end{equation*}
$$

or

$$
\begin{equation*}
E_{A}=\frac{\Delta V}{\Delta n} \tag{2-136}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{E}_{A}=-\frac{\Delta V}{\Delta n} \mathbf{i}_{n} \tag{2-137}
\end{equation*}
$$

where $\mathbf{i}_{n}$ is the unit vector along $\Delta \mathbf{n}$. If we now let $\Delta n$ tend to zero, $(\Delta V / \Delta n) \mathbf{i}_{n}$ becomes $\nabla V$. Dropping the subscript $A$ in (2-137), since the same arguments can be applied to any other point in the field, we obtain a relationship between the static electric field intensity vector and the potential at a point as

$$
\begin{equation*}
\mathbf{E}=-\nabla V \tag{2-138}
\end{equation*}
$$

Equation (2-138) permits us to compute $\mathbf{E}$ from a knowledge of $V$ using differentiation.

Substituting (2-138) into Maxwell's divergence equation for the electric field, $\boldsymbol{\nabla} \cdot \mathbf{E}=\rho / \epsilon_{0}$, we have

$$
\begin{equation*}
\nabla \cdot(-\nabla V)=\frac{\rho}{\epsilon_{0}} \tag{2-139}
\end{equation*}
$$

Recalling that $\nabla \cdot \nabla V$ is the Laplacian of $V$, denoted as $\nabla^{2} V$, we see that Eq. (2-139) becomes

$$
\begin{equation*}
\nabla^{2} V=-\frac{\rho}{\epsilon_{0}} \tag{2-140}
\end{equation*}
$$

This is known as Poisson's equation. It is a differential equation which relates the potential at a point to the volume charge density at that point. If the volume charge density in a region is zero, then the right side of ( $2-140$ ) is zero for that region so that $(2-140)$ reduces to

$$
\begin{equation*}
\nabla^{2} V=0 \tag{2-141}
\end{equation*}
$$

This is known as Laplace's equation. It states that the Laplacian of the electrostatic potential in a region devoid of charge is equal to zero. We will discuss the solutions of Poisson's and Laplace's equations in Chapter 6.

## PROBLEMS

2.1. Find the electric field intensity required to counteract the earth's gravitational force on a charge of $q \mathbf{C}$ having a mass $m \mathrm{~kg}$. Compute the value of this electric field intensity if the charge is an electron.
2.2. A radial electric field given by

$$
\mathbf{E}=\frac{E_{0}}{r} \mathbf{i}_{r}
$$

where $E_{0}$ is a constant exists between two cylindrical surfaces $r=a$ and $r=b$. A test charge $q$ having a mass $m$ enters the electric field region at a radius $r_{0}$ with a velocity $\mathbf{v}=v_{0} \mathbf{i}_{\phi}$. Find the value of $E_{0}$ for which the test charge follows a circular orbit of radius $r_{0}$.
2.3. An electric field given by

$$
\mathbf{E}=E_{0} \mathbf{i}_{y}
$$

where $E_{0}$ is a constant exists in the space between two parallel metallic plates of length $L$ as shown in Fig. 2.30. A small test charge $q$ having a mass $m$ enters the region between the plates at $t=0$ with a velocity $\mathbf{v}=v_{0} \mathbf{i}_{x}$ as shown in the figure.


Fig. 2.30. For Problem 2.3.
(a) Show that the path of the test charge between the plates is parabolic.
(b) Find the position $y_{L}$ along the $y$ direction and velocity $\mathbf{v}_{L}$ of the test charge just after it emerges from the field region.
(c) Find the deflection $y_{d}$ undergone by the test charge along the $y$ direction at a distance $d$ from the plates along the $x$ direction.
2.4. Three point charges $Q, k Q$, and $k Q$ are arranged as shown in Fig. 2.31. Find $k$ in terms of $x$ if a test charge placed at a point on $y=x$ in the plane of the charges is to experience no force. Compute $k$ for $x=1$ and $x=\frac{1}{4}$.


Fig. 2.31. For Problem 2.4.
2.5. Three point charges, each of mass $m$ and charge $Q$, are suspended by strings of length $L$ from a common point. It is found that the common point and the points occupied by the three charges form the corners of a tetrahedron. Find the relationship between $Q, m, L$, and the acceleration due to gravity, $g$.
2.6. Eight point charges, each of value 1 C , are situated at the corners of a cube of edges 2 m with one corner placed at the origin and three edges lying along the coordinate axes. (a) Find the force experienced by each charge. (b) Find the electric field intensity at the point $(2,2,2)$. (c) Find the electric field intensity at the point ( $0,0,2$ ).
2.7. Point charges $Q,-2 Q$, and $Q$ are located at $(0,0, d),(0,0,0)$, and $(0,0,-d)$, respectively. Such an arrangement is known as a linear quadrupole. (a) Find the electric field intensity at distances large compared to $d$ along the line joining the charges. (b) Find the electric field intensity at distances large compared to $d$ normal to the line joining the charges.
2.8. A line charge is situated along the $z$ axis. Consider the charge density $\rho_{L}$ to be arbitrary function of $z$ and show that the components of the electric field intensity at any point in the $x y$ plane are given in cylindrical coordinates by

$$
\begin{aligned}
& E_{r}=\frac{r}{4 \pi \epsilon_{0}} \int_{z=-\infty}^{\infty} \frac{\rho_{L} d z}{\left(r^{2}+z^{2}\right)^{3 / 2}} \\
& E_{\phi}=0 \\
& E_{z}=-\frac{1}{4 \pi \epsilon_{0}} \int_{z=-\infty}^{\infty} \frac{\rho_{L} z d z}{\left(r^{2}+z^{2}\right)^{3 / 2}}
\end{aligned}
$$

Evaluate the field components for the following charge distributions:
(a) $\rho_{L}=\rho_{L 0} \quad-\infty<z<\infty$
(b) $\rho_{L}=\rho_{L 0} \quad-z_{0}<z<z_{0}$
(c) $\rho_{L}=|z| \quad-z_{0}<z<z_{0}$
(d) $\rho_{L}=z \quad-z_{0}<z<z_{0}$
where $\rho_{L O}$ is a constant. Discuss your results from considerations of symmetry. Verify your results by considering limiting cases wherever appropriate.
2.9. A ring charge of radius $a$ is situated in the $x y$ plane with its center at the origin. Consider the charge density $\rho_{L}$ to be an arbitrary function of $\phi$ and show that the components of the electric field intensity at a point $(0,0, z)$ are given in cartesian coordinates by

$$
\begin{aligned}
& E_{x}=\frac{-a^{2}}{4 \pi \epsilon_{0}\left(a^{2}+z^{2}\right)^{3 / 2}} \int_{\phi=0}^{2 \pi} \rho_{L} \cos \phi d \phi \\
& E_{y}=\frac{-a^{2}}{4 \pi \epsilon_{0}\left(a^{2}+z^{2}\right)^{3 / 2}} \int_{\phi=0}^{2 \pi} \rho_{L} \sin \phi d \phi \\
& E_{z}=\frac{a z}{4 \pi \epsilon_{0}\left(a^{2}+z^{2}\right)^{3 / 2}} \int_{\phi=0}^{2 \pi} \rho_{L} d \phi
\end{aligned}
$$

Evaluate the field components for the following charge distributions:
(a) $\rho_{L}=\rho_{L 0}$

$$
0<\phi<2 \pi
$$

(b) $\rho_{L}=\left\{\begin{array}{l}\rho_{L 0} \\ -\rho_{L 0}\end{array}\right.$
$0<\phi<\pi$
(c) $\rho_{L}=\rho_{L 0} \cos \phi \quad 0<\phi<2 \pi$
(d) $\rho_{L}=\rho_{L 0} \sin \phi \quad 0<\phi<2 \pi$
where $\rho_{L 0}$ is a constant. Discuss your results from considerations of symmetry. Verify your results by considering limiting cases wherever appropriate.
2.10. A sheet charge is situated in the $x y$ plane. Consider the charge density $\rho_{s}$ to be an arbitrary function of $r$ and $\phi$ and show that the components of the electric field intensity at a point $(0,0, z)$ are given by

$$
\begin{aligned}
& E_{x}=-\frac{1}{4 \pi \epsilon_{0}} \int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi} \frac{\rho_{s} r^{2} \cos \phi d r d \phi}{\left(r^{2}+z^{2}\right)^{3 / 2}} \\
& E_{y}=-\frac{1}{4 \pi \epsilon_{0}} \int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi} \frac{\rho_{s} r^{2} \sin \phi d r d \phi}{\left(r^{2}+z^{2}\right)^{3 / 2}} \\
& E_{z}=\frac{z}{4 \pi \epsilon_{0}} \int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi} \frac{\rho_{s} r d r d \phi}{\left(r^{2}+z^{2}\right)^{3 / 2}}
\end{aligned}
$$

Evaluate the field components for the following charge distributions:
(a) $\rho_{s}=\rho_{s 0}$
$0<r<\infty, 0<\phi<2 \pi$
(b) $\rho_{s}=\left\{\begin{array}{l}\rho_{s 0} \\ 0\end{array}\right.$
$0<r<r_{0}, 0<\phi<2 \pi$
(c) $\rho_{s}=\left\{\begin{array}{l}0 \\ \rho_{s 0}\end{array}\right.$
$r_{0}<r<\infty, 0<\phi<2 \pi$
(d) $\rho_{s}=\frac{\rho_{s 0} \cos \phi}{r}$
$r_{0}<r<\infty, 0<\phi<2 \pi$
$0<r<\infty, 0<\phi<2 \pi$
(e) $\rho_{s}=\frac{\rho_{s 0} \sin \phi}{r}$
$0<r<\infty, 0<\phi<2 \pi$
where $\rho_{s 0}$ is a constant. Discuss your results from considerations of symmétry. Verify your results by considering limiting cases wherever appropriate.
2.11. A surface charge is distributed over a spherical surface of radius $a$ and centered at the origin. Consider the charge density $\rho_{s}$ to be uniform in $\phi$ but not necessarily in $\theta$ and show that the electric field intensity at a point $(0,0, z)$ has only a $z$-component given by

$$
E_{z}=\frac{a^{2}}{2 \epsilon_{0}} \int_{\theta=0}^{\pi} \frac{\rho_{s}(z-a \cos \theta) \sin \theta d \theta}{\left(a^{2}+z^{2}-2 a z \cos \theta\right)^{3 / 2}}
$$

Evaluate $E_{z}$ both for $|z|<a$ and for $|z|>a$ for the following charge distributions:
$\begin{array}{ll}\text { (a) } \rho_{s}=\rho_{s 0} & 0<\theta<\pi \\ \text { (b) } \rho_{s}=\rho_{s 0} \cos \theta & 0<\theta<\pi\end{array}$
where $\rho_{s 0}$ is a constant.
2.12. A volume charge is distributed throughout an infinite slab of thickness $2 a$ symmetrically placed about the $x y$ plane. Consider the charge density $\rho$ to be uniform in $x$ and $y$ but not necessarily in $z$ and show that the electric field intensity at any point $(x, y, z)$ has only a $z$ component given by

$$
E_{z}= \begin{cases}\frac{1}{2 \epsilon_{0}} \int_{z=-a}^{a} \rho d z & z>a \\ \frac{1}{2 \epsilon_{0}}\left(\int_{z=-a}^{a} \rho d z-\int_{z=z}^{a} \rho d z\right) & -a<z<a \\ -\frac{1}{2 \epsilon_{0}} \int_{z=-a}^{a} \rho d z & z<a\end{cases}
$$

Evaluate $E_{z}$ as a function of $z$ for $-\infty<z<\infty$ for the following charge distributions:
(a) $\rho=\rho_{0} \quad-a<z<a$
(b) $\rho=\left\{\begin{array}{lr}\rho_{0} & 0<z<a \\ -\rho_{0} & -a<z<0\end{array}\right.$
(c) $\rho=|z| \quad-a<z<a$
(d) $\rho=z \quad-a<z<a$
where $\rho_{0}$ is a constant. Discuss your results from considerations of symmetry.
2.13. A volume charge is distributed with uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ throughout ar infinitely long cylinder of radius $a \mathrm{~m}$. Obtain the electric field intensity at points both inside and outside the cylinder by dividing the cylindrical charge into several infinitesimal parts each of which can be considered as a point charge.
2.14. A small hole is drilled through the center of the spherical volume charge o. Example 2-6., as shown in Fig. 2.32. The size of the hole is negligible compares to the size of the sphere. A point charge $q(<0)$ is placed at one end of the hols and released from rest at $t=0$. Assume that the magnitude of $q$ is very smal compared to the total charge $Q(>0)$ contained in the sphere. (a) Derive thi equation of motion of the point charge. (b) Solve the equation for the positio and velocity of the point charge as functions of time. (c) What is the frequenc! of oscillation of the point charge?

Fig. 2.32. For Problem 2.14.

215. Two infinitely long line charges of uniform but opposite densities $\rho_{L 0}$ and $-\rho_{L 0}$ are situated parallel to the $z$ axis and passing through $(d / 2,0,0)$ and $(-d / 2,0,0)$, respectively. The arrangement is known as a two-dimensional electric dipole, in contrast to the three-dimensional electric dipole made up of two equal but opposite point charges. (a) Obtain the electric field intensity due to the two-dimensional electric dipole in the limit that $d \rightarrow 0$, keeping the dipole moment $\rho_{L 0} d$ constant.
(b) Find and sketch the direction lines.

2!.16. Two infinitely long line charges of uniform densities $\rho_{L 1}$ and $\rho_{L 2}$, respectively, are situated parallel to each other at a distance $d$ apart. Show that the equation for the direction lines of $\mathbf{E}$ is

$$
\alpha_{1} \rho_{L 1}+\alpha_{2} \rho_{L 2}=\text { constant }
$$

in the plane normal to the line charges, where $\alpha_{1}$ and $\alpha_{2}$ are the angles made by the lines drawn from any point $P$ to the line charges with the line joining the charges as shown in Fig. 2.33. Obtain and sketch the direction lines for the following cases:
(a) $\rho_{L 1}=\rho_{L 2}=\rho_{L 0}$
(b) $\rho_{L 1}=\rho_{L 0}, \rho_{L 2}=-\rho_{L 0} \quad$ (two-dimensional dipole)

Fig. 2.33. For Problem 2.16.

217. Obtain the electric field intensity of a finitely long line charge of uniform density $\rho_{L 0}$ and length $2 a$ at an arbitrary point. Show that the direction lines are hyperbolas with the ends of the line charge as their focii.
2.18. Carry out the mathematical proof to show that the net electric field flux emanating from an arbitrary surface not enclosing a point charge is zero.
2.19. Find the solid angle subtended by
(a) One face of a regular tetrahedron at the center of the tetrahedron
(b) One face of a cube at the center of the cube
(c) One face of a cube at one of the corners of the opposite face
(d) A hemispherical surface at a point on the base of the hemisphere other than its center
(e) The first quadrant of the $x y$ plane at a point on the $z$ axis
(f) The portion of any plane in the first octant at the origin.
2.20. An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated along the $z$ axis. Find the electric field flux cutting the portion of the plane $x+y=1 \mathrm{~m}$ lying in the first octant and bounded by the planes $z=0$ and $z=1 \mathrm{~m}$ by evaluating $\int \mathbf{E} \cdot d \mathbf{S}$. Check your answer from considerations of symmetry of electric field flux emanating from the line charge.
2.21. A point charge $Q \mathrm{C}$ is located at the origin. Find the electric field flux cutting the portion of the plane $x+y=1 \mathrm{~m}$ lying in the first octant by evaluating $\int \mathbf{E} \cdot d \mathbf{S}$. Check your answer from considerations of symmetry of electric field flux emanating from the line charge.
2.22. Charges are located, in cartesian coordinates, as follows: (a) point charge, 1 C , at ( $0.23,0.73,0$ ); (b) infinitely long line charge of uniform density $1 \mathrm{C} / \mathrm{m}$ parallel to the $z$ axis and passing through ( $0.6,0,0$ ); and (c) an infinite sheet charge of uniform density $1 \mathrm{C} / \mathrm{m}^{2}$ in the $z=0.5$ plane. Determine the total electric field flux cutting the upper half of the spherical surface of radius unity and centered at the origin.
2.23. Using Gauss' law in integral form, obtain the electric fields due to the following volume charge distributions, in cartesian coordinates:
(a) $\rho= \begin{cases}\rho_{0} & |z|<a \\ 0 & |z|>a\end{cases}$
(b) $\rho=\left\{\begin{array}{lr}\rho_{0} & 0<z<a \\ -\rho_{0} & -a<z<0\end{array}\right.$
(c) $\rho= \begin{cases}|z| & |z|<a \\ 0 & |z|>a\end{cases}$
(d) $\rho= \begin{cases}z & |z|<a \\ 0 & |z|>a\end{cases}$
(e) $\rho= \begin{cases}a-|z| & |z|<a \\ 0 & |z|>a\end{cases}$
where $\rho_{0}$ is a constant.
2.24. Using Gauss' law in integral form, obtain the electric fields due to the following volume charge distributions, in cylindrical coordinates:
(a) $\rho= \begin{cases}\rho_{0} & 0<r<a \\ 0 & a<r<\infty\end{cases}$
(b) $\rho= \begin{cases}0 & 0<r<a \\ \rho_{0} & a<r<b \\ 0 & b<r<\infty\end{cases}$
(c) $\rho= \begin{cases}\rho_{0} \frac{r}{a} & 0<r<a \\ 0 & a<r<\infty\end{cases}$
where $\rho_{0}$ is a constant.
2.25. Using Gauss' law in integral form, obtain the electric fields due to the following volume charge distributions, in spherical coordinates:
(a) $\rho= \begin{cases}0 & 0<r<a \\ \rho_{0} & a<r<b \\ 0 & b<r<\infty\end{cases}$
(b) $\rho=\left\{\begin{array}{l}\rho_{0} \frac{r}{a} \\ 0\end{array}\right.$
$0<r<a$
(c) $\rho=\left\{\begin{array}{l}\rho_{0}\left(1-\frac{r^{2}}{a^{2}}\right) \\ 0\end{array}\right.$
$a<r<\infty$
where $\rho_{0}$ is a constant.
2.26. Using Gauss' law in integral form, obtain the electric fields due to the following surface charge distributions:
(a) $\rho_{s}=\left\{\begin{array}{ll}\rho_{s 0} & z=a \\ -\rho_{s 0} & z=-a\end{array}\right\} \quad$ cartesian coordinates
(b) $\rho_{s}=\rho_{s 0} \quad r=a \quad$ cylindrical coordinates
(c) $\rho_{s}=\left\{\begin{array}{ll}\rho_{s 0} & r=a \\ -\rho_{s 0} \frac{a}{b} & r=b\end{array}\right\} \quad$ cylindrical coordinates
(d) $\rho_{s}=\rho_{s 0} \quad r=a \quad$ spherical coordinates
(e) $\rho_{s}=\left\{\begin{array}{ll}\rho_{s 0} & r=a \\ -\rho_{s 0} \frac{a^{2}}{b^{2}} & r=b\end{array}\right\} \quad$ spherical coordinates
where $\rho_{s o}$ in a constant.
2.27. Volume charge of uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ is distributed in the region between two infinitely long, parallel cylindrical surfaces of radii $a$ and $b(<a)$ and with their axes separated by distance $c(<a-b)$ as shown in Fig. 2.34. Find the electric field intensity in the charge-free region inside the cylindrical surface of radius $b$.
2.28. Verify your answers to Problem 2.23 by using Gauss' law in differential form.
2.29. Verify your answers to Problem 2.24 by using Gauss' law in differential form.
2.30. Verify your answers to Problem 2.25 by using Gauss' law in differential form.


Fig. 2.34. For Problem 2.27.
2.31. For each of the following electric fields, find the charge distribution which produces the field, using Gauss' law in differential form:
(a) $\mathbf{E}=\left\{\begin{array}{ll}-\frac{\rho_{s 0}}{\epsilon_{0}} \mathbf{i}_{z} & -\infty<z<0 \\ -\frac{\rho_{s 0}}{3 \epsilon_{0}} \mathbf{i}_{z} & 0<z<a \\ \frac{\rho_{s 0}}{\epsilon_{0}} \mathbf{i}_{z} & a<z<\infty\end{array}\right\} \quad$ cartesian coordinates
(b) $\mathbf{E}=\frac{1-e^{r}}{\epsilon_{0} r} \mathbf{i}_{r} \quad 0<r<\infty \quad$ cylindrical coordinates
(c) $\mathbf{E}=\left\{\begin{array}{cl}0 & 0<r<a \\ \frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} & a<r<b \\ 0 & b<r<\infty\end{array}\right\} \quad$ spherical coordinates
where $\rho_{s 0}$ and $Q$ are constants.
2.32. A surface charge of density $\rho_{s} \mathrm{C} / \mathrm{m}^{2}$ occupies the spherical surface of radius $r_{0}$ and centered at the origin. Show that

$$
\boldsymbol{\nabla} \cdot \mathbf{E}=\frac{1}{\epsilon_{0}} \rho_{s} \delta\left(r-r_{0}\right)
$$

2.33. An infinitely long line charge of density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated parallel to the $z$ axis and passes through the point $\left(r_{0}, \phi_{0}\right)$ in the $z=0$ plane. Show that

$$
\nabla \cdot \mathrm{E}=\frac{1}{\epsilon_{0}} \rho_{L 0} \frac{\delta\left(r-r_{0}\right) \delta\left(\phi-\phi_{0}\right)}{r_{0}}
$$

where

$$
\int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi} f(r, \phi) \frac{\delta\left(r-r_{0}\right) \delta\left(\phi-\phi_{0}\right)}{r_{0}} r d r d \phi=f\left(r_{0}, \phi_{0}\right)
$$

2.34. A point charge $Q \mathrm{C}$ is located at the point $\left(r_{0}, \theta_{0}, \phi_{0}\right)$. Show that

$$
\nabla \cdot \mathbf{E}=\frac{1}{\epsilon_{0}} Q \frac{\delta\left(r-r_{0}\right) \delta\left(\theta-\theta_{0}\right) \delta\left(\phi-\phi_{0}\right)}{r_{0}^{2} \sin \theta_{0}}
$$

where

$$
\begin{aligned}
& \int_{r=0}^{\infty} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} f(r, \theta, \phi) \frac{\delta\left(r-r_{0}\right) \delta\left(\theta-\theta_{0}\right) \delta\left(\phi-\phi_{0}\right)}{r_{0}^{2} \sin \theta_{0}} r^{2} \sin \theta d r d \theta d \phi \\
& \quad=f\left(r_{0}, \theta_{0}, \phi_{0}\right)
\end{aligned}
$$

2.35. The electric field intensity is given in cylindrical coordinates by

$$
\mathbf{E}=\frac{\cos \phi}{r^{2}} \mathbf{i}_{r}+\frac{\sin \phi}{r^{2}} \mathbf{i}_{\phi}
$$

Find the work associated with the movement of a test charge from the point $(1,0,-22.7)$ to the point $(0.5, \pi / 2,43.8)$. Is this work done by the field or by an external agent?
2.36. The electric field intensity is given, in cartesian coordinates, by

$$
\mathbf{E}= \begin{cases}0 & -\infty<x<0 \\ 2 x \mathbf{i}_{x} & 0<x<1 \\ \frac{2}{x^{2}} \mathbf{i}_{x} & 1<x<\infty\end{cases}
$$

Obtain and draw a graph of the potential difference between $x=1$ and an arbitrary value of $x$.
2.37. For the three-dimensional electric dipole, show that the equipotential surfaces, $r^{2} \sec \theta=$ constant, are orthogonal to the direction lines of $\mathbf{E}$ given by the intersections of $r \operatorname{cosec}^{2} \theta=$ constant and $\phi=$ constant.
2.38. For the linear quadrupole consisting of an arrangement of point charges $Q,-2 Q$, and $Q$ at $(0,0, d),(0,0,0)$, and $(0,0,-d)$, respectively, obtain the expression for the potential at distances large compared to $d$.
2.39. For the rectangular quadrupole consisting of an arrangement of four point charges as shown in Fig. 2.35, obtain the potential at distances large compared to the dimensions of the quadrupole.

Fig. 2.35. For Problem 2.39.

2.40. For the arrangement of point charges shown in Fig. 2.36, obtain the expression for the potential at distances large compared to $d$.


Fig. 2.36. For Problem 2.40.
2.41. For each of the arrangements of point charges shown in Fig. 2.37, find the first two significant terms in the potential at large distances from the origin.

(a)

(b)

(c)

Fig. 2.37. For Problem 2.41.
2.42. For the arrangement of point charges shown in Fig. 2.37(c), $\Sigma Q=0$. When $\sum Q=0$ and $\sum Q \mathbf{r}^{\prime} \neq 0, \sum Q \mathbf{r}^{\prime}$ is independent of the point about which it is computed. Show that this is indeed true by computing the dipole moment for the arrangement of Fig. 2.37(c) about an arbitrary point ( $x, y, z$ ).
2.43. For a line charge of finite length situated along the $z$ axis between $z=-z_{0}$ and $z=+z_{0}$, consider the charge density $\rho_{L}$ to be an arbitrary function of $z$ and show that the potential at any point in the $x y$ plane at a distance $r$ from the origin is given by

$$
V=\frac{1}{4 \pi \epsilon_{0}} \int_{z=-z_{0}}^{z_{0}} \frac{\rho_{L} d z}{\sqrt{r^{2}+z^{2}}}
$$

Evaluate the integral for the following charge distributions:
(a) $\rho_{L}=\rho_{L 0}$, a constant $\quad-z_{0}<z<z_{0}$
(b) $\rho_{L}=|z| \quad-z_{0}<z<z_{0}$
(c) $\rho_{L}=z \quad-z_{0}<z<z_{0}$

Discuss your results from considerations of symmetry. Verify your results by considering limiting cases wherever appropriate.
2.44. For the ring charge of Problem 2.9, show that the potential at a point $(0,0, z)$ is given by

$$
V=\frac{a}{4 \pi \epsilon_{0}\left(a^{2}+z^{2}\right)^{1 / 2}} \int_{\phi=0}^{2 \pi} \rho_{L} d \phi
$$

Evaluate $V$ for the charge distributions specified in Problem 2.9, and discuss the results from considerations of symmetry. Verify your results by considering limiting cases wherever appropriate.
2.45. For the sheet charge of Problem 2.10 , show that the potential at a point $(0,0, z)$ is given by

$$
V=\frac{1}{4 \pi \epsilon_{0}} \int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi}\left[\frac{\rho_{s} r d r d \phi}{\left(r^{2}+z^{2}\right)^{1 / 2}}-\frac{\rho_{s} r d r d \phi}{\left(r^{2}+z_{0}^{2}\right)^{1 / 2}}\right]
$$

where $\left(0,0, z_{0}\right)$ is the reference point for zero potential. Evaluate $V$ for the charge distributions specified in Problem 2.10, and discuss the results from considerations of symmetry. Verify your results by considering limiting cases wherever appropriate.
2.46. For the surface charge of Problem 2.11, show that the potential at a point $(0,0, z)$ is given by

$$
V=\frac{a^{2}}{2 \epsilon_{0}} \int_{\theta=0}^{\pi} \frac{\rho_{s} \sin \theta d \theta}{\left(a^{2}+z^{2}-2 a z \cos \theta\right)^{1 / 2}}
$$

Evaluate $V$ both for $|z|<a$ and for $|z|>a$ for the charge distributions specified in Problem 2.11 and discuss your results from considerations of symmetry.
2.47. Obtain the potential field of a finitely long line charge of uniform density $\rho_{L 0}$ and length $2 a$ at an arbitrary point. Show that the equipotential surfaces are ellipsoids with the ends of the line as their foci. Establish their orthogonality with the direction lines deduced in Problem 2.17.
2.48. For the two-dimensional electric dipole of Problem 2.15 , (a) obtain the potential field and (b) show that the equipotential surfaces are orthogonal to the direction lines deduced in Problem 2.15.
2.49. A volume charge is distributed throughout a sphere of radius $a$, and centered at the origin, with uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$. Find the potential field of the volume charge distribution:
2.50. For the volume charge distributions specified in Problem 2.23, obtain the potential fields by evaluating $\int \mathbf{E} \cdot d \mathbf{l}$.
2.51. For the volume charge distributions specified in Problem 2.24, obtain the potential fields by evaluating $\int \mathbf{E} \cdot d \mathbf{l}$.
2.52. For the volume charge distributions specified in Problem 2.25, obtain the potential fields by evaluating $\int \mathbf{E} \cdot d \mathbf{l}$.
2.53. For the following surface charge distributions, obtain the potential fields:
$\begin{array}{ll}\text { (a) } \rho_{s}=\left\{\begin{array}{ll}\rho_{s 0} & z=a \\ -\rho_{s 0} & z=-a\end{array}\right\} & \text { cartesian coordinates } \\ \text { (b) } \rho_{s}=\left\{\begin{array}{ll}\rho_{s 0} & r=a \\ -\rho_{s 0} \frac{a}{b} & r=b\end{array}\right\} & \text { cylindrical coordinates } \\ \text { (c) } \rho_{s}=\left\{\begin{array}{ll}\rho_{s 0} & r=a \\ -\rho_{s 0} \frac{a^{2}}{b^{2}} & r=b\end{array}\right\} & \text { spherical coordinates }\end{array}$
where $\rho_{s 0}$ is a constant.
2.54. A volume charge is distributed with uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ in the portion of a sphere of radius $a$ centered at the origin and lying in the first octant. Find the potential field at large distances from the charge distribution correct to the first two significant terms.
2.55. A ring charge of radius $a$ is situated in the $x y$ plane with its center at the origin. Find the dipole moments about the origin for the following charge densities, where $\rho_{L 0}$ is constant:
(a) $\rho_{L}=\rho_{L 0} \cos \phi \quad 0<\phi<2 \pi$
(b) $\rho_{L}=\rho_{L 0} \sin 2 \phi \quad 0<\phi<2 \pi$
(c) $\rho_{L}=\rho_{L 0} \phi \sin \phi \quad 0<\phi<2 \pi$

What are the dipole moments for cases (a), and (b) about any point other than the origin? Explain.
2.56. Determine if the following fields are realizable as static electric fields:
(a) $\mathbf{A}=\frac{1}{y^{2}}\left(y i_{x}-x \mathrm{i}_{y}\right)$
(b) $\mathrm{B}=\frac{1}{r} \mathbf{i}_{\phi} \quad$ cylindrical coordinates
(c) $\mathbf{C}=\left(1+\frac{1}{r^{2}}\right) \cos \phi \mathbf{i}_{r}-\left(1-\frac{1}{r^{2}}\right) \sin \phi \mathbf{i}_{\phi} \quad$ cylindrical coordinates
(d) $\mathbf{D}=\left(1+\frac{2}{r^{3}}\right) \cos \theta \mathbf{i}_{r}-\left(1-\frac{1}{r^{3}}\right) \sin \theta \mathbf{i}_{\theta} \quad$ spherical coordinates
2.57. Check that $\mathbf{E}=-\nabla V$ by substituting independently obtained expressions for $\mathbf{E}$ and $V$ for the following charge distributions:
(a) An infinitely long line charge of uniform density.
(b) A finitely long line charge of uniform density.
(c) A three-dimensional dipole.
(d) A two-dimensional dipole.
(e) A spherical surface charge of radius $a$ and uniform density $\rho_{s 0}$.
(f) A spherical volume charge of radius $a$ and uniform density $\rho_{0}$.
2.58. In shorthand notation, the three-dimensional Dirac delta function situated at the origin is written as $\delta(\mathbf{r})$, and is defined as

$$
\begin{aligned}
\delta(\mathbf{r}) & =\lim _{\substack{r_{0} \rightarrow 0 \\
\phi_{0} \rightarrow 0}} \frac{\delta\left(r-r_{0}\right) \delta\left(\theta-\theta_{0}\right) \delta\left(\phi-\phi_{0}\right)}{r_{0}^{2} \sin ^{2} \theta_{0}} \\
\int_{V} \delta(\mathbf{r}) d v & = \begin{cases}1 & \text { if the volume } V \text { contains the origin } \\
0 & \text { if the volume } V \text { does not contain the origin }\end{cases}
\end{aligned}
$$

By performing volume integration of $\nabla^{2}(1 / r)=\nabla \cdot \nabla(1 / r)$ throughout a sphere of radius $a$ and centered at the origin and then letting $a \rightarrow 0$, show that

$$
\nabla^{2}\left(\frac{1}{r}\right)=-4 \pi \delta(\mathbf{r})
$$

Hence, show that the potential field of a point charge $Q$ located at the origin is $Q / 4 \pi \epsilon_{0} r$.

## 3

## THE STATIC MAGNETIC FIELD

In Chapter 2 we introduced the electric field as a force field associated with a region of space in which charges at rest experience forces. In this chapter we introduce a second kind of force field, known as the magnetic field and associated with a region in which charges in motion experience forces. Thesse forces experienced by moving charges are in addition to any electric forces experienced by them by virtue of an electric field in the region. Just as we were concerned only with the static electric field in free space in Chapter 2, we are in this chapter concerned only with the static magnetic field in free space. We know that the motion of charges constitutes a current. Currents are, however, classified into different categories according to how the:y are produced. Currents arising from movement of charges such as space charges in vacuum tubes and electron beams in cathode-ray tubes are calle:d convection currents. Two other types of current known as conduction and polarization currents result from different effects on charges in material media under the influence of electric fields, as we will learn in Chapter 5. Yet another type of current is the magnetization current which results from magnetic effects in materials, as we will learn also in Chapter 5. For the purposes of this chapter, it is not necessary to distinguish between them because they are all basically equivalent to rate of flow of charges with time in free space. Thus the laws which we will learn in this chapter can be applied equally well to all of these currents.

### 3.1 The Magnetic Field Concept

In Section 2.1 we learned that if, in a region of space, a fixed test charge $q$ experiences a force $\mathbf{F}$, then the region is characterized by an electric field of intensity $\mathbf{E}$ given by

$$
\begin{equation*}
\mathbf{E}=\frac{\mathbf{F}}{q} \tag{2-3}
\end{equation*}
$$

Here we introduce the concept of magnetic field by considering a test charge moving in a region of space. If the test charge $q$ moving with a velocity $\mathbf{v}$ experiences a force $\mathbf{F}$, then the region is said to be characterized by a magnetic field, which we will represent by the symbol $\mathbf{B}$. This force $\mathbf{F}$ is related to $q, \mathbf{v}$, and $\mathbf{B}$ as given by

$$
\begin{equation*}
\mathbf{F}=q \mathbf{v} \times \mathbf{B} \tag{3-1}
\end{equation*}
$$

According to (3-1), the force experienced by the moving charge due to the magnetic field is directed normal to both $\mathbf{v}$ and $\mathbf{B}$, as shown in Fig. 3.1, in


Fig. 3.1. Force experienced by a test charge moving with a velocity $\mathbf{v}$ in a magnetic field $\mathbf{B}$.
contrast to the same directions of electric force and electric field intensity. The magnitude of the force is equal to $q v B \sin \alpha$, where $\alpha$ is the angle between $\mathbf{v}$ and $\mathbf{B}$. Since the force is always normal to $\mathbf{v}$, there is no acceleration along the direction of motion. Thus, the magnetic field changes only the direction of motion of the charge and does not alter the kinetic energy associated with it.

From Eq. (3-1), we note that if the test charge moves in, or opposite to, the direction of $\mathbf{B}$, it does not experience a force. Also, rewriting Eq. (3-1) as

$$
\begin{equation*}
\mathbf{F}=q v B \mathbf{i}_{v} \times \mathbf{i}_{B}=q v B \sin \alpha \mathbf{i}_{F} \tag{3-2}
\end{equation*}
$$

where $\mathbf{i}_{v}, \mathbf{i}_{B}$, and $\mathbf{i}_{F}$ are unit vectors along $\mathbf{v}, \mathbf{B}$, and $\mathbf{F}$, respectively, we observe
that it is only possible to deduce $B \sin \alpha$ by knowing the force for only one direction of motion of the test charge. On the other hand, if we know two nonzero forces $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ for two velocities $\mathbf{v}_{1}$ and $\mathbf{v}_{\mathbf{2}}$ in different directions, then we have

$$
\begin{align*}
\mathbf{F}_{1} \times \mathbf{F}_{2} & =\left(q \mathbf{v}_{1} \times \mathbf{B}\right) \times\left(q \mathbf{v}_{2} \times \mathbf{B}\right) \\
& =q^{2}\left[\left(\mathbf{v}_{1} \times \mathbf{B} \cdot \mathbf{B}\right) \mathbf{v}_{2}-\left(\mathbf{v}_{1} \times \mathbf{B} \cdot \mathbf{v}_{2}\right) \mathbf{B}\right]  \tag{3-3}\\
& =-q\left(\mathbf{F}_{1} \cdot \mathbf{v}_{2}\right) \mathbf{B}
\end{align*}
$$

or

$$
\mathbf{B}=\frac{\mathbf{F}_{2} \times \mathbf{F}_{1}}{q\left(\mathbf{F}_{1} \cdot \mathbf{v}_{2}\right)}
$$

Alternatively, we note from (3-1) or (3-2) that the force is maximum for $\mathbf{v}$ normal to $\mathbf{B}$ so that if we find a maximum force $\mathbf{F}_{m}$ by trying several directions of $\mathbf{v}$, keeping its magnitude constant, then

$$
\begin{equation*}
\mathbf{B}=\frac{\mathbf{F}_{m} \times \mathbf{i}_{m}}{q v} \tag{3-5}
\end{equation*}
$$

where $\mathbf{i}_{m}$ is the direction of $\mathbf{v}$ for which the force is $\mathbf{F}_{m}$.
As in the case of defining the electric field, we assume that the movement of the test charge does not alter the magnetic field in which it is placed. From a practical point of view, the movement of the charge does influence the magnetic field irrespective of how small it is and how slowly it is moved. However, theoretically, we can define $\mathbf{B}$ as the right side of (3-5) in the limit that $q v$ tends to zero; that is,

$$
\begin{equation*}
\mathbf{B}=\lim _{q v \rightarrow 0} \frac{\mathbf{F}_{m} \times \mathbf{i}_{m}}{q v} \tag{3-6}
\end{equation*}
$$

From (3-5), we observe that the units of $\mathbf{B}$ are

$$
\frac{\text { newtons per coulomb }}{\text { meters per second }}=\frac{\text { newton-seconds }}{\text { coulomb-meter }}=\frac{\text { newton-meter }}{\text { coulomb }} \times \frac{\text { seconds }}{(\text { meter })^{2}}
$$

- Recalling that newton-meter per coulomb is a volt, we can write these units as volt-seconds per square meter, commonly known as webers per square meter, and abbreviated $\mathrm{Wb} / \mathrm{m}^{2}$, giving the character of a flux density for $\mathbf{B}$. Accordingly, $\mathbf{B}$ is known as the magnetic flux density vector.

Example 3-1. An electron moving with a velocity $\mathbf{v}_{1}=\mathbf{i}_{x} \mathrm{~m} / \mathrm{sec}$ at a point in a mag. netic field experiences a force $\mathbf{F}_{1}=e\left(-\mathbf{i}_{y}+\mathbf{i}_{z}\right) \mathbf{N}$, where $e$ is the charge of the electron. If the electron is moving with a velocity $\mathbf{v}_{2}=\mathbf{i}_{y} \mathrm{~m} / \mathrm{sec}$ at the same point, it experiences a force $\mathbf{F}_{2}=e\left(\mathbf{i}_{x}-\mathbf{i}_{z}\right) \mathbf{N}$. Find $\mathbf{B}$ at that point.

Using (3-4), we have

$$
\begin{aligned}
\mathbf{B}=\frac{\mathbf{F}_{2} \times \mathbf{F}_{1}}{q\left(\mathbf{F}_{1} \cdot \mathbf{v}_{2}\right)} & =\frac{e\left(\mathbf{i}_{x}-\mathbf{i}_{z}\right) \times e\left(-\mathbf{i}_{y}+\mathbf{i}_{z}\right)}{e\left[e\left(-\mathbf{i}_{y}+\mathbf{i}_{z}\right) \cdot \mathbf{i}_{y}\right]} \\
& =\frac{e^{2}\left(-\mathbf{i}_{x}-\mathbf{i}_{y}-\mathbf{i}_{z}\right)}{-e^{2}} \\
& =\left(\mathbf{i}_{x}+\mathbf{i}_{y}+\mathbf{i}_{z}\right) \mathrm{Wb} / \mathrm{m}^{2}
\end{aligned}
$$

### 3.2 Force on a Current Element

In Section 3.1 we defined the magnetic field in terms of force experienced by a moving test charge, involving explicitly the charge and its velocity. This form of the definition, given by Eq. (3-1) is, however, not convenient for use with currents. Hence it is necessary to formulate Eq. (3-1) in terms of current. The current crossing a surface is defined as the rate at which charge flows across the surface; that is,

$$
\begin{equation*}
I=\frac{d Q}{d t} \tag{3-7}
\end{equation*}
$$

Let us now consider a region in which charges distributed with a density $\rho$ are moving with a velocity $\mathbf{v}$, where $\rho$ and $\mathbf{v}$ can, in general, be nonuniform. At a point $P$ in this region, let us consider an infinitesimal area $d S$ normal to the direction of flow of charges as shown in Fig. 3.2. In a time $d t$, the

Fig. 3.2. Volume occupied by charge crossing a surface $d S$ normal to it with a velocity $\mathbf{v}$, in time $d t=d l / v$.

distance traveled by the charge crossing this surface is equal to $\mathbf{v} d t$. Let $\mathbf{v} d t$ be equal to $d \mathbf{l}$, as shown in Fig. 3.2, so that the charge $d Q$ crossing the surface $d S$ in time $d t$ is that contained in the infinitestimal volume ( $d \mathrm{l} \cdot d \mathbf{S}$ ). The current crossing the surface $d S$ is then given by

$$
\begin{equation*}
I=\frac{d Q}{d t}=\frac{d Q}{d l} v \tag{3-8}
\end{equation*}
$$

But the current crossing the surface is also equal to $\mathbf{J} \cdot d \mathbf{S}$, where $\mathbf{J}$ is the current density at $P$. Since $\mathbf{J}$ and $d \mathbf{S}$ are in the same direction, $\mathbf{J} \cdot d \mathbf{S}=J d S$. Thus

$$
\begin{equation*}
J=\frac{I}{d S}=\frac{d Q}{(d l)(d S)} v=\rho v \tag{3-9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{J}=\rho \mathbf{v} \tag{3-10}
\end{equation*}
$$

Now, the force experienced by the charge $d Q$ moving with the velocity $\mathbf{v}$ is given by

$$
\begin{align*}
d \mathbf{F} & =d Q \mathbf{v} \times \mathbf{B} \\
& =\rho(d l)(d S) \mathbf{v} \times \mathbf{B}  \tag{3-11}\\
& =(d \mathbf{l} \cdot d \mathbf{S}) \rho \mathbf{v} \times \mathbf{B} \\
& =\mathbf{J} \times \mathbf{B} d(\mathrm{vol})
\end{align*}
$$

where $d($ vol $)$ is the differential volume $(d \mathbf{l} \cdot d \mathbf{S})$. Thus the magnetic force experienced by the charges in a differential volume in a region of current is given by (3-11). To obtain the total force experienced in a large volume, we need to integrate the right side of $(3-11)$ throughout the volume under consideration; that is,

$$
\begin{equation*}
\mathbf{F}=\int_{\text {vol }} \mathbf{J} \times \mathbf{B} d(\text { vol }) \tag{3-12}
\end{equation*}
$$

For a filamentary wire carrying current $I$, the current density $J$ is infinity since $d S$ is zero but the product $\mathbf{J} \cdot d \mathbf{S}$ is equal to $I$ so that (3-11) becomes

$$
\begin{align*}
d \mathbf{F} & =(d l)(d S) \mathbf{J} \times \mathbf{B} \\
& =(\mathbf{J} \cdot d \mathbf{S}) d \mathbf{l} \times \mathbf{B}  \tag{3-13}\\
& =I d \mathbf{l} \times \mathbf{B}
\end{align*}
$$

as illustrated in Fig. 3.3. The total force experienced by the filamentary wire is obtained by integrating the right side of (3-13) along the length of the wire. Thus

$$
\begin{equation*}
\mathbf{F}=\int_{\text {wire }}(I d \mathbf{l} \times \mathbf{B})=I \int_{\text {wire }}(d \mathbf{l} \times \mathbf{B}) \tag{3-14}
\end{equation*}
$$



Fig. 3.3. Illustrating the force experienced by an infinitesimal segment of a filamentary wire carrying current $I$ in a magnetic field $\mathbf{B}$.

Example 3-2. Show that the total magnetic force experienced by a closed loop of wire carrying a current $I$ in a uniform magnetic field $\mathbf{B}$ is equal to zero.

Applying (3-14) for the contour $C$ of the wire, we have

$$
\begin{equation*}
\mathbf{F}=I \oint_{C}(d \mathbf{l} \times \mathbf{B})=I\left(\oint_{C} d \mathbf{l}\right) \times \mathbf{B} \tag{3-15}
\end{equation*}
$$

where, since $\mathbf{B}$ is uniform, we have taken it outside the integral on the right side of (3-15). Now,

$$
\begin{align*}
\oint_{C} d \mathbf{l} & =\oint_{C}\left(d x \mathbf{i}_{x}+d y \mathbf{i}_{y}+d z \mathbf{i}_{z}\right) \\
& =\left(\oint_{C} d x\right) \mathbf{i}_{x}+\left(\oint_{C} d y\right) \mathbf{i}_{y}+\left(\oint_{C} d z\right) \mathbf{i}_{z}=0 \tag{3-16}
\end{align*}
$$

Hence $\mathbf{F}=0$.

### 3.3 Ampere's Law of Force

In Chapter 2 the concept of electric field was introduced in terms of force experienced by a small test charge placed in the presence of a larger charge in analogy with the gravitational force associated with two masses. We then presented an experimental law known as Coulomb's law and obtained from it the expression for the electric field intensity of a point charge. Just as static charges which are influenced by electric fields are themselves sources of electric fields, moving charges or currents which are influenced by magnetic fields are themselves sources of magnetic fields. To demonstrate this, we will in this section present an experimental law known as Ampere's law of force, analogous to Coulomb's law, and use it in the next section to obtain the expression for the magnetic field due to a current element.

Ampere's law of force is concerned with the forces experienced by two loops of wire carrying currents $I_{1}$ and $I_{2}$, as shown in Fig. 3.4. As a result of


Fig. 3.4. Two loops of wire carrying currents $I_{1}$ and $I_{2}$.
experimental findings by Ampere, the force experienced by current loop 2 is given by

$$
\begin{equation*}
\mathbf{F}_{21}=k \oint_{C 1} \oint_{C 2} \frac{I_{2} d \mathbf{l}_{2} \times\left(I_{1} d \mathbf{l}_{1} \times \mathbf{R}_{21}\right)}{R_{21}^{3}} \tag{3-17}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are the contours of loops 1 and 2 , respectively, $k$ is a constant of proportionality, and $\mathbf{R}_{21}$ is the vector drawn from a differential length element $d \mathbf{l}_{1}$ in loop 1 to a differential length element $d \mathbf{l}_{2}$ in loop 2 . The constant of proportionality $k$ is equal to $\mu_{0} / 4 \pi$ for free space and in the MKS system of units. The quanity $\mu_{0}$ is known as the permeability of free space and is equal to $4 \pi \times 10^{-7}$. Since ( $3-17$ ) is valid for any orientation of the current loops, it follows that the differential force $d \mathbf{F}_{21}$ experienced by the differential current element $I_{2} d \mathbf{l}_{2}$ due to the differential current element $I_{1} d \mathbf{l}_{1}$ is

$$
\begin{equation*}
d \mathbf{F}_{21}=\frac{\mu_{0} I_{2} d \mathbf{l}_{2} \times\left(\frac{\left.I_{1} d \mathbf{I}_{1} \times \mathbf{R}_{21}\right)}{R_{21}^{3}} \frac{1}{3}\right.}{\text { and }} \tag{3-18}
\end{equation*}
$$

where we have substituted $\mu_{0} / 4 \pi$ for $k$. From (3-18), we note that $\mu_{0}$ has the units newtons per ampere squared. These are commonly known as henrys per meter. Recalling that the permittivity of free space, $\epsilon_{0}$, is equal to $10^{-9} / 36 \pi \mathrm{C}^{2} / \mathrm{N}-\mathrm{m}^{2}$, we note that

$$
\begin{align*}
\frac{1}{\sqrt{\mu_{0} \epsilon_{0}}} & =\frac{1}{\sqrt{4 \pi \times 10^{-7} \times\left(10^{-9} / 36 \pi\right)}} \mathrm{amp}-\mathrm{m} / \mathrm{C}  \tag{3-19}\\
& =3 \times 10^{8} \mathrm{~m} / \mathrm{sec}
\end{align*}
$$

which is the velocity of light in free space.
Some of the features evident from Eq. (3-18) are as follows:
(a) The magnitude of the force is proportional to the product of the magnitudes of the currents.
(b) The magnitude of the force is inversely proportional to the square of the distance between the current elements.
(c) To determine the direction of the force, we first find the cross product $d \mathbf{l}_{1} \times \mathbf{R}_{21}$ and then cross $d \mathbf{l}_{2}$ into the resulting vector. The parenthesis on the right side of (3-18) is very important since, for a triple cross product, $\mathbf{A} \times(\mathbf{B} \times \mathbf{C}) \neq(\mathbf{A} \times \mathbf{B}) \times \mathbf{C}$.

By interchanging $I_{1} d \mathbf{l}_{1}$ and $I_{2} d \mathbf{l}_{2}$ and replacing $\mathbf{R}_{21}$ by $\mathbf{R}_{12}$ in (3-18), we obtain the expression for the force experienced by $I_{1} d \mathbf{l}_{1}$ due to $I_{2} d \mathbf{l}_{2}$ as

$$
\begin{equation*}
d \mathbf{F}_{12}=\frac{\mu_{0}}{4 \pi} \frac{I_{1} d \mathbf{I}_{1} \times\left(I_{2} d \mathbf{I}_{2} \times \mathbf{R}_{12}\right)}{R_{12}^{3}} \tag{3-20}
\end{equation*}
$$

It may be noted that $d \mathbf{F}_{12}$ is not necessarily equal to $-d \mathbf{F}_{21}$. This can be illustrated by considering a simple case in which $d \mathbf{l}_{1}$ and $d \mathbf{l}_{2}$ are normal, as shown in Fig. 3.5. The construction of Fig. 3.5(a) shows that $d \mathbf{F}_{21}$ is nonzero and directed parallel to $d \mathbf{l}_{1}$ whereas the construction of Fig. 3.5(b) shows that
(a)

into the paper
(b)


Fig. 3.5. For showing that the force experienced by $I_{1} d l_{1}$ due to $I_{2} d \mathbf{I}_{2}$ is not necessarily equal and opposite to the force experienced by $I_{2} d \mathrm{l}_{2}$ due to $I_{1} d \mathbf{l}_{1}$.
( $d \mathbf{l}_{2} \times \mathbf{R}_{12}$ ) is zero and hence $d \mathbf{F}_{12}$ is zero. The fact that $d \mathbf{F}_{21}$ and $d \mathbf{F}_{12}$ are not equal and opposite is not a violation of Newton's third law since isolated current elements do not exist without sources and sinks of charges at their ends. On the other hand, Newton's third law must and does hold for current loops. It is left as an exercise for the student to prove this (Problem 3.8).

### 3.4 The Magnetic Field of Filamentary Currents

In Section 3.2 we derived Eq. (3-13) for the differential force experienced by a filamentary current element located in a magnetic field. In Section 3.3 we introduced Ampere's law of force, which expresses the forces experienced by two current-carrying loops of wires, and from it obtained the expression (3-18) for the differential force experienced by a current element in the presence of another current element. Now, comparing the forms of the right sides of (3-13) and (3-18), we observe that the force experienced by $I_{2} d \mathbf{l}_{2}$ is due to the magnetic field of $I_{1} d \mathbf{I}_{1}$. If we denote this magnetic field by $d \mathbf{B}_{1}$, we can then write

$$
\begin{equation*}
I_{2} d \mathbf{l}_{2} \times d \mathbf{B}_{1}=\frac{\mu_{0}}{4 \pi} \frac{I_{2} d \mathbf{l}_{2} \times\left(I_{1} d \mathbf{l}_{1} \times \mathbf{R}_{21}\right)}{R_{21}^{3}} \tag{3-21}
\end{equation*}
$$

where we have introduced the appropriate subscripts on the left side of (3-21). Similarly, by comparing the right sides of (3-13) and (3-20), we note that the force experienced by $I_{1} d \mathbf{l}_{1}$ is due to the magnetic field of $I_{2} d \mathbf{I}_{2}$. If we denote this magnetic field by $d \mathbf{B}_{2}$, we can then write

$$
\begin{equation*}
I_{1} d \mathbf{l}_{1} \times d \mathbf{B}_{2}=\frac{\mu_{0}}{4 \pi} \frac{I_{1} d \mathbf{l}_{1} \times\left(I_{2} d \mathbf{l}_{2} \times \mathbf{R}_{12}\right)}{R_{12}^{3}} \tag{3-22}
\end{equation*}
$$

where we have introduced the appropriate subscripts on the left side of (3-22).

Equations (3-21) and (3-22) yield a general expression for the magnetic flux density due to a current element $I d \mathbf{l}$ at any point located at a vector distance $\mathbf{R}$ from it as

$$
\begin{equation*}
d \mathbf{B}=\frac{\mu_{0} I d \mathbf{l} \times \mathbf{R}}{4 \pi \quad R^{3}}=\frac{\mu_{0} I d \mathbf{l} \times \mathbf{i}_{R}}{4 \pi \quad R^{2}} \tag{3-23}
\end{equation*}
$$

where $\mathbf{i}_{R}$ is the unit vector in the direction of $\mathbf{R}$. Equation (3-23) is known as the Biot-Savart law and is analogous to the expression for the electric field intensity of a point charge. The Biot-Savart law tells us that the magnetic flux density at a point $P$ due to a current element is directed normal to the plane containing the current element and the line joining the current element to the point, as shown in Fig. 3.6. It is therefore directed circular


Fig. 3.6. Themagnetic field $d \mathbf{B}$ due to a current element $I d \mathbf{l}$, at $\mid$ a distance $\mathbf{R}$ from the current element.
to the straight-line axis along the current element. In particular, the sense of the normal is that towards which the fingers are curled when the filamentary wire is grabbed with the right hand and with the thumb pointing in the direction of the current; it is the same as the sense of turning of a righthand screw as it advances in the direction of $I d \mathbf{I}$. The magnitude of the magnetic flux density is proportional to the current $I$, the element length $d l$, and the sine of the angle between the current element and the line from it to the point $P$, and inversely proportional to the square of the distance from the current element to the point $P$. Hence the magnetic field is zero along the straight line in the direction of the current element. The magnetic flux density B due to a filamentary wire of any length can now be obtained by integrating the right side of (3-23) along the contour $C$ of the wire. Thus

$$
\begin{equation*}
\mathbf{B}=\frac{\mu_{0}}{4 \pi} \int_{C} \frac{I d \mathbf{l} \times \mathbf{i}_{R}}{R^{2}} \tag{3-24}
\end{equation*}
$$

In evaluating the integral in (3-24), we note that $\mathbf{i}_{R}$ and $\mathbf{R}$ are functions of the location of $d \mathbf{l}$. In terms of source point-field point notation, (3-24) is written
as

$$
\begin{equation*}
\mathbf{B}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int_{C^{\prime}} \frac{I d \mathbf{l}^{\prime} \times\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \tag{3-25}
\end{equation*}
$$

where $C^{\prime}$ is the contour occupied by the wire.
Exfmple 3-3. A straight wire carrying current $I \mathrm{amp}$ lies along the $z$ axis as shown in Fig. 3.7. Find the magnetic flux density vector due to the portion of the wire lying between $z=-a$ and $z=+a$ and then extend the result to that of an infinitely long wire.


Fig. 3.7. For evaluating the magnetic flux density due to a straight wire carrying current $I$ amp and lying along the $z$ axis between $z=-a$ and $z=+a$.

First we divide the wire into a number of infinitesimal segments, each of which can be considered as a current element. The magnetic flux density due to a current element is given by (3-23). For a current element oriented along the $z$ axis, $\mathbf{i}_{z} \times \mathbf{i}_{R}$ is in the $\mathbf{i}_{\phi}$ direction and hence the magnetic field is in the $\mathbf{i}_{\phi}$ direction. Also, its magnitude is independent of $\phi$. Since all current elements making up the wire are along the $z$ axis, the contributions due to them are all in the $\mathbf{i}_{\phi}$ direction and independent of $\phi$. Thus the magnetic field has circular symmetry about the axis of the wire.

Let us now consider a point $P(r, \phi, z)$. The magnetic flux density at $P$ due to a current element $I d z^{\prime} \mathbf{i}_{z}$ at distance $z^{\prime}$ from the origin is given by

$$
d \mathbf{B}=\frac{\mu_{0}}{4 \pi} \frac{I d z^{\prime} \mathbf{i}_{z} \times \mathbf{i}_{R}}{R^{2}}=\frac{\mu_{0}}{4 \pi} \frac{I d z^{\prime} \sin \alpha}{\left[r^{2}+\left(z-z^{\prime}\right)^{2}\right]} \mathbf{i}_{\phi}
$$

The magnetic flux density at $P$ due to the segment of the wire lying betvveen $z=-a$ and $z=+a$ is then given by

$$
\begin{equation*}
\mathbf{B}=\int_{z^{\prime}=-a}^{a} d \mathbf{B}=\frac{\mu_{0}}{4 \pi} \int_{z^{\prime}=-a}^{a} \frac{I d z^{\prime} \sin \alpha}{\left[r^{2}+\left(z-z^{\prime}\right)^{2}\right]} \mathbf{i}_{\phi} \tag{3-26}
\end{equation*}
$$

Introducing $\left(z-z^{\prime}\right)=r \cot \alpha$ in (3-26), we obtain

$$
\begin{equation*}
\mathbf{B}=\frac{\mu_{0} I}{4 \pi r} \int_{\alpha=\alpha_{1}}^{\alpha_{2}} \sin \alpha d \alpha \mathbf{i}_{\phi}=\frac{\mu_{0} I}{4 \pi r}\left(\cos \alpha_{1}-\cos \alpha_{2}\right) \mathbf{i}_{\phi} \tag{3-27}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are the angles which the lines joining the ends of the wire segment to the point $P$ make with the $z$ axis. Now, for an infinitely long wire, $\alpha_{1}=0$ and $\alpha_{2}=\pi$. Hence

$$
\mathbf{B}=\frac{\mu_{0} I}{4 \pi r}(\cos 0-\cos \pi) \mathbf{i}_{\phi}=\frac{\mu_{0} I}{2 \pi r} \mathbf{i}_{\phi}
$$

Thus the magnetic flux density due to an infinitely long straight wire is dejpendent only on the distance away from the wire, analogous to the elestric field intensity due to an infinitely long line charge of uniform density. The field is sketched in Fig. 3.8.


Fig. 3.8. The direction lines of magnetic field due to an infinitely long straight wire carrying current out of the plane of the paper.

Example 3-4. A circular loop of wire of radius $a \mathrm{~m}$ and carrying a current $I$ amp lies in the $x y$ plane with its center at the origin. Such an arrangemernt is known as a magnetic dipole. Obtain the expression for the magnetic ffux density due to the magnetic dipole at distances very large from the origin compared to the radius $a$.

With reference to the geometry shown in Fig. 3.9, we note that, at any point $P$, the $\phi$ component of the magnetic field due to a current element in the ring is cancelled by the $\phi$ component of the magnetic field due to another current element situated symmetrically about $P$ so that the $\phi$ component due to the entire ring is zero. Thus the magnetic field has only $r$ and $\theta$ components. Furthermore, since the ring is circular about the origin and is in the $x y$ plane, the magnetic field has circular symmetry about the $z$ axis. Hence we consider, for simplicity, a point $P$ having the spherical coordinates $(r, \theta, \pi / 2)$. The magnetic field at $P$ due to the current element 1 situated at


Fig. 3.9. For evaluating the magnetic field due to a magnetic dipole at distances very large from it compared to its radius.
$\phi=\phi^{\prime}$ is then given by

$$
\begin{aligned}
d \mathbf{B}_{1} & =\frac{\mu_{0}\left\{\begin{array}{c}
I a d \phi^{\prime}\left(-\sin \phi^{\prime} \mathbf{i}_{x}+\cos \phi^{\prime} \mathbf{i}_{y}\right) \\
\times\left[-a \cos \phi^{\prime} \mathbf{i}_{x}+\left(r \sin \theta^{2}-a \sin \phi^{\prime}\right) \mathbf{i}_{y}+r \cos \theta \mathbf{i}_{2}\right]
\end{array}\right\}}{\left(a^{2}+r^{2}-2 a r \sin \theta \sin \phi^{\prime}\right)^{3 / 2}} \\
& =\frac{\mu_{0} I a d \phi^{\prime}\left[r \cos \theta \cos \phi^{\prime} \mathbf{i}_{x}+r \cos \theta \sin \phi^{\prime} \mathbf{i}_{y}+\left(a-r \sin \theta \sin \phi^{\prime}\right) \mathbf{i}_{2}\right]}{4 \pi\left(a^{2}+r^{2}-2 a r \sin \theta \sin \phi^{\prime}\right)^{3 / 2}}
\end{aligned}
$$

The magnetic field at $P$ due to the symmetrically situated current element
2 at $\phi=\pi-\phi^{\prime}$ is given by

$$
\begin{aligned}
d \mathbf{B}_{2} & =\frac{\left.\mu_{0} \begin{array}{c}
I a d \phi^{\prime}\left(-\sin \phi^{\prime} \mathbf{i}_{x}-\cos \phi^{\prime} \mathbf{i}_{y}\right) \\
\times\left[a \cos \phi^{\prime} \mathbf{i}_{x}+\left(r \sin \theta^{2}-a \sin \phi^{\prime}\right) \mathbf{i}_{y}+r \cos \theta \mathbf{i}_{z}\right]
\end{array}\right\}}{4 \pi \quad\left(a^{2}+r^{2}-2 a r \sin \theta \sin \phi^{\prime}\right)^{3 / 2}} \\
& =\frac{\mu_{0} I a d \phi^{\prime}\left[-r \cos \theta \cos \phi^{\prime} \mathbf{i}_{x}+r \cos \theta \sin \phi^{\prime} \mathbf{i}_{y}+\left(a-r \sin \theta \sin \phi^{\prime}\right) \mathbf{i}_{z}\right]}{4 \pi\left(a^{2}+r^{2}-2 a r \sin \theta \sin \phi^{\prime}\right)^{3 / 2}}
\end{aligned}
$$

The contribution to the magnetic field at $P$ due to the pair of current elements 1 and 2 is then given by

$$
\begin{aligned}
d \mathbf{B} & =d \mathbf{B}_{1}+d \mathbf{B}_{2} \\
& =\frac{\mu_{0} I a d \phi^{\prime}\left[r \cos \theta \sin \phi^{\prime} \mathbf{i}_{y}+\left(a-r \sin \theta \sin \phi^{\prime}\right) \mathbf{i}_{2}\right]}{2 \pi\left(a^{2}+r^{2}-2 a r \sin \theta \sin \phi^{\prime}\right)^{3 / 2}}
\end{aligned}
$$

Denoting $d \mathbf{B}=d B_{r} \mathbf{i}_{r}+d B_{\theta} \mathbf{i}_{\theta}$, we have

$$
\begin{align*}
d B_{r} & =d \mathbf{B} \cdot \mathbf{i}_{r}=d \mathbf{B} \cdot\left(\sin \theta \mathbf{i}_{y}+\cos \theta \mathbf{i}_{z}\right) \\
& =\frac{\mu_{0} I a^{2} \cos \theta d \phi^{\prime}}{2 \pi\left(a^{2}+r^{2}-2 a r \sin \theta \sin \phi^{\prime}\right)^{3 / 2}} \tag{3-29}
\end{align*}
$$

Proceeding further, we obtain

$$
\begin{align*}
d B_{r} & =\frac{\mu_{0} I a^{2} \cos \theta d \phi^{\prime}}{2 \pi r^{3}\left[(a / r)^{2}+1-2(a / r) \sin \theta \sin \phi^{\prime}\right]^{3 / 2}}  \tag{3-30}\\
& \approx \frac{\mu_{0} I a^{2} \cos \theta d \phi^{\prime}}{2 \pi r^{3}} \quad \text { for } r \gg a
\end{align*}
$$

Integrating the right side of Eq. (3-30) between the limits $\phi^{\prime}=-\pi / 2$ and $\phi^{\prime}=\pi / 2$, we obtain the $r$ component of the magnetic flux density due to the entire ring as

$$
\begin{equation*}
B_{r}=\int_{\phi^{\prime}=-\pi / 2}^{\pi / 2} \frac{\mu_{0} I a^{2} \cos \theta d \phi^{\prime}}{2 \pi r^{3}}=\frac{\mu_{0} 1 \pi a^{2} \cos \theta}{2 \pi r^{3}} \tag{3-31}
\end{equation*}
$$

Now, to find the $\theta$ component of $\mathbf{B}$, we note that

$$
\begin{align*}
d B_{\theta} & =d \mathbf{B} \cdot \mathbf{i}_{\theta}=d \mathbf{B} \cdot\left(\cos \theta \mathbf{i}_{y}-\sin \theta \mathbf{i}_{z}\right) \\
& =\frac{\mu_{0} I a d \phi^{\prime}\left(-a \sin \theta+r \sin \phi^{\prime}\right)}{2 \pi\left(a^{2}+r^{2}-2 a r \sin \theta \sin \phi^{\prime}\right)^{3 / 2}} \tag{3-32}
\end{align*}
$$

Proceeding further, we obtain

$$
\begin{align*}
d B_{\theta}= & \frac{\mu_{0} I a}{2 \pi} \frac{d \phi^{\prime}}{r^{\prime}}\left[-\left(\frac{a}{r}\right) \sin \theta+\sin \phi^{\prime}\right]\left[1-2\left(\frac{a}{r}\right) \sin \theta \sin \phi^{\prime}+\left(\frac{a}{r}\right)^{2}\right]^{-3 / 2} \\
= & \frac{\mu_{0} I a}{2 \pi r^{2}} \frac{d \phi^{\prime}}{}\left[-\left(\frac{a}{r}\right) \sin \theta+\sin \phi^{\prime}\right]\left[1+3\left(\frac{a}{r}\right) \sin \theta \sin \phi^{\prime}+\cdots\right] \\
= & \frac{\mu_{0} I a}{2 \pi r^{2}} \frac{d \phi^{\prime}}{}\left[-\left(\frac{a}{r}\right) \sin \theta+\sin \phi^{\prime}+3\left(\frac{a}{r}-\right) \sin \theta \sin ^{2} \phi^{\prime}\right. \\
& \left.\quad+\ldots \text { terms involving higher powers of }\left(\frac{a}{r}\right)\right] \\
\approx & \frac{\mu_{0} I a}{2 \pi r^{2}}\left[-\left(\frac{a}{r}\right) \sin \theta+\sin \phi^{\prime}+3\left(\frac{a}{r}\right) \sin \theta \sin ^{2} \phi^{\prime}\right] d \phi^{\prime} \quad \text { for } r \gg a \tag{3-33}
\end{align*}
$$

where we have retained the $(a / r)$ term since the $\sin \phi^{\prime}$ term yields zero when integrated between $\phi^{\prime}=-\pi / 2$ and $\phi^{\prime}=\pi / 2$. Integrating the right side of Eq.(3-33) between these limits, we obtain the $\theta$ component of the magnetic flux density due to the entire ring as

$$
\begin{align*}
B_{\theta} & =\int_{\phi^{\prime}=-\pi / 2}^{\pi / 2} \frac{\mu_{0} I a}{2 \pi r^{2}}\left[-\left(\frac{a}{r}\right) \sin \theta+\sin \phi^{\prime}+3\left(\frac{a}{r}\right) \sin \theta \sin ^{2} \phi^{\prime}\right] d \phi^{\prime} \\
& =\frac{\mu_{0} I \pi a^{2} \sin \theta}{4 \pi r^{3}} \tag{3-34}
\end{align*}
$$

Thus

$$
\begin{equation*}
\mathbf{B}=\frac{\mu_{0} I \pi a^{2}}{4 \pi r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \tag{3-35}
\end{equation*}
$$

We can consider Eq. (3-25) as the solution for the magnetic flux density at very large distances compared to the radius $a$ or as the solution for the magnetic flux density at any point $(r, \theta, \phi)$ in the limit that $a \rightarrow 0$, keeping $I \pi a^{2}$ constant. It should be noted that to keep $I \pi a^{2}$ constant as $a \rightarrow 0$ requires that $I \rightarrow \infty$. The product $I \pi a^{2}$ is known as the magnetic dipole moment $m$. The magnetic dipole moment has also an orientation associated with it which is normal to the surface of the loop. In particular, the sense of the normal is that towards which the fingers pierce through the area of the ring when the loop is grabbed with the right hand and with the thumb pointing in the direction of the current. It is the same as the direction of advance of a right-hand screw as it is turned in the sense of the loop current. Substituting $m$ for $I \pi a^{2}$ in (3-35), the magnetic flux density due to a magnetic dipole of moment $m$ oriented along the positive $z$ axis is given by

$$
\begin{equation*}
\mathbf{B}=\frac{\mu_{0} m}{4 \pi r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \tag{3-36}
\end{equation*}
$$

The magnetic field given by (3-36) is analogous to the electric field due to an electric dipole of moment $p$ oriented along the $z$-axis and given by (2-28).

EXAMPLE 3-5. A solenoid consists of continuously wound, circular current loops.
Let us consider an infinitely long, uniformly wound solenoid of radius $a$ and $n$ turns per unit length, each carrying the same current $I$ and with the $z$ axis as its axis. It is desired to find the magnetic flux density due to the infinitely long solenoid.

Since the solenoid is uniformly wound and infinitely long, and since it possesses cylindrical symmetry about the $z$ axis, the magnetic flux density must be independent of $z$ and must possess cylindrical symmetry about the $z$ axis. Hence it is sufficient if we compute the magnetic flux density at a point $P$ on the $y$ axis. To do this, let us consider two sections of the solenoid symmetrically placed about the $x y$ plane at distances $z^{\prime}$ from it and having infinitesimal lengths $d z^{\prime}$ as shown in Fig. 3.10. Since the lengths are infinitesimal, these sections can be considered as current loops carrying currents $n I d z^{\prime}$.

In each of these current loops, let us consider two differential elements of lengths $a d \phi^{\prime}$ symmetrically situated about the $y z$ plane, as shown in Fig. 3.10. Applying the notation of Fig. 3.10 to (3-29) and (3-32), we obtain the magnetic field at $P$ due to the pair of current elements 1 and 2 as

$$
\begin{equation*}
d \mathbf{B}_{1}=\mu_{0} n I d z^{\prime} \frac{a^{2} \cos \alpha d \phi^{\prime} \mathbf{i}_{1}+a d \phi^{\prime}\left[-a \sin \alpha+(y / \sin \alpha) \sin \phi^{\prime}\right] \mathbf{i}_{2}}{2 \pi\left(a^{2}+y^{2}+z^{\prime 2}-2 a y \sin \phi^{\prime}\right)^{3 / 2}} \tag{3-37}
\end{equation*}
$$



Fig. 3.10. For evaluating the magnetic field due to an infinitely long, uniformly wound solenoid of radius $a$ and $n$ turns per unit length.
and the magnetic field at $P$ due to the pair of current elements 3 and 4 as

$$
\begin{equation*}
d \mathbf{B}_{2}=\mu_{0} n I d z^{\prime} \frac{a^{2} \cos \alpha d \phi^{\prime} \mathbf{i}_{3}+a d \phi^{\prime}\left[-a \sin \alpha+(y / \sin \alpha) \sin \phi^{\prime}\right] \mathbf{i}_{4}}{2 \pi\left(a^{2}+y^{2}+z^{\prime 2}-2 a y \sin \phi^{\prime}\right)^{3 / 2}} \tag{3-38}
\end{equation*}
$$

where $\alpha, \mathbf{i}_{1}, \mathbf{i}_{2}, \mathbf{i}_{3}$, and $\mathbf{i}_{4}$ are defined in Fig. 3.10. Adding (3-37) and (3-38) and simplifying, we obtain the magnetic field at $P$ due to the four current elements $1,2,3$, and 4 as

$$
\begin{equation*}
d \mathbf{B}=d \mathbf{B}_{1}+d \mathbf{B}_{2}=\mu_{0} n I d z^{\prime} \frac{\left(a^{2}-a y \sin \phi^{\prime}\right) d \phi^{\prime}}{\pi\left(a^{2}+y^{2}+z^{\prime 2}-2 a y \sin \phi^{\prime}\right)^{3 / 2}} \mathbf{i}_{z} \tag{3-39}
\end{equation*}
$$

Performing double integration of the right side of (3-39) between the appropriate limits, we obtain the magnetic flux density at $P$ due to the entire
solenoid as

$$
\begin{align*}
\mathbf{B} & =\int_{\phi^{\prime}=-\pi / 2}^{\pi / 2} \int_{z^{\prime}=0}^{\infty} \frac{\mu_{0} n I\left(a^{2}-a y \sin \phi^{\prime}\right) d \phi^{\prime} d z^{\prime}}{\pi\left(a^{2}+y^{2}+z^{\prime 2}-2 a y \sin \phi^{\prime}\right)^{3 / 2} \mathbf{i}_{2}} \\
& =\frac{\mu_{0} n I a}{\pi} \int_{\phi^{\prime}=-\pi / 2}^{\pi / 2} \frac{\left(a-y \sin \phi^{\prime}\right) d \phi^{\prime}}{\left(a^{2}+y^{2}-2 a y \sin \phi^{\prime}\right)^{2}} \mathbf{i}_{z}  \tag{3-40}\\
& = \begin{cases}0 & \text { for } y>a \\
\mu_{0} n I \mathbf{i}_{z} & \text { for } y<a\end{cases}
\end{align*}
$$

Thus the magnetic field due to the infinitely long solenoid is zero outside the solenoid and uniform inside the solenoid, having a value $\mu_{0} n I$ and directed along the axis of the solenoid.

### 3.5 The Magnetic Field of Current Distributions

In the previous section we considered the magnetic field computation for filamentary wires carrying current. In this section we will extend the computation to current distributions. Current distributions can be of two types:
(a) Surface current for which current is distributed on a surface (planar or nonplanar).
(b) Volume current for which current is distributed in a volume.

As in the case of continuous charge distributions, introduced in Section 2.4, we have to work with current densities when a current is distributed on a surface or in a volume. We have already introduced the current density for volume currents in Sections 1.7 and 3.2. The magnitude of the volume current density $\mathbf{J}$ at a point is the current per unit area crossing an infinitesimal area at that point with the orientation of the area adjusted so as to maximize the current, in the limit that the area tends to zero. The direction of $\mathbf{J}$ at that point is the direction to which the normal to the area approaches in the limit. Similarly, the magnitude of the surface current density at a point is the current per unit width crossing an infinitesimal line segment at that point with the orientation of the segment adjusted so as to maximize the current, in the limit that the width of the line segment tends to zero. The direction of the surface current density at that point is the direction to which the normal to the line and tangent to the surface approaches in the limit. We will use the symbol $\mathbf{J}_{s}$ for the surface current density, in contrast to $\mathbf{J}$ for the volume current density. In each case, we represent the total current as a continuous collection of appropriate filamentary currents and evaluate the magnetic field as the vector superposition of the contributions due to the individual filamentary currents.

Example 3-6. A sheet of current with the surface current density given by

$$
\mathbf{J}_{s}=J_{s 0} \mathbf{i}_{z} \mathrm{amp} / \mathrm{m}
$$

where $J_{s 0}$ is a constant, occupies the entire $x z$ plane. Find the magnetic flu:X density vector due to the portion of the current sheet lying between $x=-a$ and $x=+a$ as shown in Fig. 3.11(a) and then extend the result to that of the infinite sheet.


Fig. 3.11. For evaluating the magnetic field due to a sheet of current flowing in the $z$ direction and lying in the $x z$ plane between $x=-a$ and $x=+a$.

We divide the current sheet into a number of filaments of infinitesimal width in the $x$ direction, each of which can be considered as an infinitely long wire parallel to the $z$ axis. Let us consider a filament of width $d x^{\prime}$ located at $x=x^{\prime}$ in the plane of the sheet, as shown in Fig. 3.11(a). From Example $3-3$, we know that the magnetic flux density due to an infinitely long wire is dependent only on the distance away from the wire and is oriented circular to the wire. Hence the magnetic field due to the current sheet will not be dependent on the $z$ coordinate and also will have only $x$ and $y$ component $s$, so that it is sufficient if we consider the two-dimensional geometry shown in Fig. 3.11(b). Since the current density is $J_{s 0} \mathbf{i}_{z}$, the current flowing in the filament of width $d x^{\prime}$ is $J_{s 0} d x^{\prime}$. Applying (3-28) to the geometry associated with this filament, we obtain the magnetic flux density due to it at any point $P(x, y, z)$ as

$$
\begin{equation*}
d \mathbf{B}=\frac{\mu_{0} J_{s 0} d x^{\prime}}{2 \pi \sqrt{\left(x-x^{\prime}\right)^{2}} \overline{+y^{2}}} \mathbf{i}_{\alpha} \tag{3-41}
\end{equation*}
$$

where $\mathbf{i}_{\alpha}$ is the unit vector normal to the line drawn from the filament to the point $P$ as shown in Fig. 3.11(b). Expressing $d \mathbf{B}$ in terms of its components
along the coordinate axes, we have

$$
\begin{equation*}
d \mathbf{B}=\frac{\mu_{0} J_{s 0} d x^{\prime}}{2 \pi \sqrt{\left(x-x^{\prime}\right)^{2}}+y^{2}}\left(-\sin \alpha \mathbf{i}_{x}+\cos \alpha \mathbf{i}_{y}\right) \tag{3-42}
\end{equation*}
$$

The magnetic flux density at $P$ due to the portion of the infinite current sheet between $x=-a$ and $x=+a$ is then given by

$$
\begin{align*}
\mathbf{B} & =\int_{x^{\prime}=-a}^{a} d \mathbf{B} \\
& =\int_{x^{\prime}=-a}^{a}\left[-\frac{\mu_{0} J_{s 0} \sin \alpha d x^{\prime}}{2 \pi} \frac{\left.\sqrt{\left.\sqrt{\left(x-x^{\prime}\right.}\right)^{2}+\overline{y^{2}}} \mathbf{i}_{x}+\frac{\mu_{0} J_{s 0} \cos \alpha d x^{\prime}}{2 \pi \sqrt{ }\left(x-x^{\prime}\right)^{2}+\overline{y^{2}}} \mathbf{i}_{y}\right]}{}\right.  \tag{3-43}\\
& =\frac{\mu_{0} J_{s 0}}{2 \pi}\left[\left(\alpha_{1}-\alpha_{2}\right) \mathbf{i}_{x}+\ln \left(\frac{\sin \alpha_{2}}{\sin \alpha_{1}}\right) \mathbf{i}_{y}\right]
\end{align*}
$$

where we have used the transformation $\left(x-x^{\prime}\right)=y \cot \alpha$ for evaluating the integrals in (3-43), and the angles $\alpha_{1}$ and $\alpha_{2}$ are as shown in Fig. 3.11(b). Now, for the infinite sheet of current, $\alpha_{1}=0$ and $\alpha_{2}=\pi$ for $y>0$, and $\alpha_{1}=2 \pi$ and $\alpha_{2}=\pi$ for $y<0$. However, to evaluate $\ln \left(\sin \alpha_{2} / \sin \alpha_{1}\right)$, we note that

$$
\lim _{a \rightarrow \infty} \frac{\sin \alpha_{2}}{\sin \alpha_{1}}=\lim _{a \rightarrow \infty}\left[\frac{(x+a)^{2}+y^{2}}{(x-a)^{2}+y^{2}}\right]^{1 / 2}=1
$$

and hence

$$
\begin{equation*}
\lim _{a \rightarrow \infty} \ln \frac{\sin \alpha_{2}}{\sin \alpha_{1}}=0 \tag{3-44}
\end{equation*}
$$

Substituting for $\alpha_{1}$ and $\alpha_{2}$ in (3-43), we then obtain the magnetic flux density due to the infinite sheet of current as

$$
\begin{align*}
& \mathbf{B}=\left\{\begin{aligned}
-\frac{\mu_{0} J_{s 0}}{2} \mathbf{i}_{x} & \text { for } y>0 \\
\frac{\mu_{0} J_{s 0}}{2} \mathbf{i}_{x} & \text { for } y<0
\end{aligned}\right.  \tag{3-45}\\
&=\frac{\mu_{0}}{2} \mathbf{J}_{s} \times \mathbf{i}_{n} \\
& \text { where } \mathbf{i}_{n}=\left\{\begin{array}{r}
\mathbf{i}_{y} \text { for } y>0 \\
-\mathbf{i}_{y} \text { for } y<0
\end{array}\right.
\end{align*}
$$

The field given by (3-45) is sketched in Fig. 3.12. If the sheet current occupies the $y=y_{0}$ plane, it follows from (3-45) that

$$
\mathbf{B}=\left\{\begin{aligned}
-\frac{\mu_{0} \boldsymbol{J}_{s 0}}{2} \mathbf{i}_{x} & \text { for } y>y_{0} \\
\frac{\mu_{0} \boldsymbol{J}_{s 0}}{2} \mathbf{i}_{x} & \text { for } y<y_{0}
\end{aligned}\right.
$$

Example 3-7. Current flows in the axial direction in an infinitely long cylinder of radius $a$ with uniform density $J_{0} \mathrm{amp} / \mathrm{m}^{2}$. Find the magnetic flux density both inside and outside the cylinder.

Choosing the $z$ axis as the axis of the infinitely long cylinder as shown


Fig. 3.12. The direction lines of magnetic field due to an infinite sheet of current flowing into the plane of the paper with uniform density.


(b)

Fig. 3.13. For evaluating the magnetic field due to a volume current flowing along an infinitely long cylinder of radius $a$ with uniform density.
in Fig. 3.13(a), we have the volume current density as

$$
\mathbf{J}=\mathbf{J}_{0} \mathbf{i}_{z}
$$

The cylindrical current distribution can be thought of as a superpositon of filamentary currents parallel to the $z$ axis so that the magnetic field is independent of $z$. Hence it is sufficient if we consider the two-dimensional geometry shown in Fig. 3.13(b). Furthermore, for every filamentary current and for a given point $P$, there is another filamentary current so that the combined magnetic field due to these two filamentary currents is entirely in the $\phi$ direction. This is illustrated in Fig. 3.13(b) for a point $P$ on the $x$ axis. Thus the magnetic field due to the entire current distribution has only a $\phi$ component and possesses cylindrical symmetry about the $z$ axis. Let us therefore consider two filamentary currents corresponding to the infinitesimal areas $r d r d \phi$ at $(r, \phi)$ and $(r,-\phi)$ as shown in Fig. 3.13(b). The magnetic field at $P$ due to these two filamentary currents is given by

$$
\begin{align*}
d \mathbf{B} & =\frac{\mu_{0} J_{0} r d r d \phi}{2 \pi\left(r^{2}+\frac{\left.x^{2}-2 r x \cos \phi\right)^{1 / 2}}{2 \cos \alpha \mathbf{i}_{\phi}}\right.}  \tag{3-46}\\
& =\frac{\mu_{0} J_{0} r d r d \phi(x-r \cos \phi)}{\pi\left(r^{2}+x^{2}-2 r x \cos \phi\right)} \mathbf{i}_{\phi}
\end{align*}
$$

The magnetic field at $P$ due to the entire current distribution is then given by

$$
\begin{align*}
\mathbf{B} & =\int_{r=0}^{a} \int_{\phi=0}^{\pi} d \mathbf{B} \\
& =\frac{\mu_{0} J_{0}}{\pi} \int_{r=0}^{a} r d r \int_{\phi=0}^{\pi} \frac{(x-r \cos \phi) d \phi}{\left(r^{2}+x^{2}-2 r x \cos \phi\right)^{\mathbf{i}_{\phi}}} \\
& =\frac{\mu_{0} J_{0}}{\pi} \int_{r=0}^{a} r d r\left(\begin{array}{ll}
0 & \text { for } x<r \\
\frac{\pi}{x} & \text { for } x>r
\end{array}\right) \mathbf{i}_{\phi} \\
& = \begin{cases}\frac{\mu_{0} J_{0}}{\pi} \int_{r=0}^{a} \frac{\pi}{x} r d r \mathbf{i}_{\phi} & \text { for } x>a \\
\frac{\mu_{0} J_{0}}{\pi} \int_{r=0}^{x} \frac{\pi}{x} r d r \mathbf{i}_{\phi} & \text { for } x<a\end{cases}  \tag{3-47}\\
& = \begin{cases}\mu_{0} J_{0} \pi a^{2} \mathbf{i}_{\phi} & \text { for } x>a \\
\pi x & 2 \\
\mu_{0} J_{0} \pi x^{2} & \text { for } x<a \\
\pi x & 2 \\
\mathbf{i}_{\phi} & \text { for }<a\end{cases}
\end{align*}
$$

Recalling that $\mathbf{B}$ has cylindrical symmetry about the $z$ axis, we substitute $r$ for $x$ in (3-47) and obtain

$$
\mathbf{B}= \begin{cases}\mu_{0} \frac{J_{0}\left(\pi a^{2} / 2\right)}{2 \pi r} \mathbf{i}_{\phi} & \text { for } r>a  \tag{3-48}\\ \mu_{0} \frac{J_{0}\left(\pi r^{2} / 2\right)}{2 \pi r} \mathbf{i}_{\phi} & \text { for } r<a\end{cases}
$$

Noting that $\pi r^{2} / 2$ is the area of cross section of a wire of radius $r$, and that there is no current for $r>a$, we can combine the two results on the right side of (3-48) as

$$
\begin{equation*}
\mathbf{B}(r)=\mu_{0} \frac{\text { current enclosed by the circular path of radius } r_{\mathbf{i}_{\phi}}}{2 \pi r} \tag{3-49}
\end{equation*}
$$

Viewed from any distance $r$ from the axis of the infinitely long cylinder carrying current, the current distribution is equivalent to an infinitely long filamentary current of value equal to the current enclosed by the circular path of radius $r$.

### 3.6 Ampere's Circuital Law in Integral Form

In Section 2.6 we started with the electric field intensity of a point charge and derived Gauss' law, which was later found to be very convenient for computing the electric field due to certain symmetrical charge distributions. Similarly, in this section we will start with the magnetic flux density due to an infinitely long wire carrying current and derive Ampere's circuital law. We will later find Ampere's circuital law to be very useful compared to the Biot-Savart law for computing the magnetic field due to certain symmetrical current distributions.

Let us consider an infinitely long filamentary wire along the $z$ axis carrying current $I \mathrm{amp}$. The magnetic flux density due to this wire is directed everywhere circular to the wire and its magnitude is dependent only on the distance from the wire. Let us consider a circular path $C$ of radius $r$ in the plane normal to the wire and centered at the wire as shown in Fig. 3.14. For an infinitesimal length $d \mathbf{l}=d l \mathbf{i}_{\phi}$ on this contour $C$, we have

$$
\begin{equation*}
\mathbf{B} \cdot d \mathbf{l}=\frac{\mu_{0} I}{2 \pi r} \mathbf{i}_{\phi} \cdot d l \mathbf{i}_{\phi}=\frac{\mu_{0} I d l}{2 \pi r} \tag{3-50}
\end{equation*}
$$

The integral of $\mathbf{B} \cdot d \mathbf{l}$ along the entire path $C$ is then given by


Fig. 3.14. For evaluating $\oint_{C} \mathbf{B} \cdot d \mathbf{1}$, where $C$ is a circular path of radius $r$ in the plane normal to a straight, infinitely long wire carrying current $I$ and centered at the wire.

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\oint_{C} \frac{\mu_{0} I d l}{2 \pi r}=\frac{\mu_{0} I}{2 \pi r} \oint_{C} d l \tag{3-51}
\end{equation*}
$$

where we have taken $\mu_{0} I / 2 \pi r$ outside the integral since $r$ is constant for the contour $C$. Proceeding further, we have

$$
\begin{align*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l} & =\frac{\mu_{0} I}{2 \pi r}(\text { circumference of } C) \\
& =\frac{\mu_{0} I}{2 \pi r}(2 \pi r)=\mu_{0} I \tag{3-52}
\end{align*}
$$

Equation (3-52) states that the line integral of $\mathbf{B}$ around a circular path in the plane normal to an infinitely long wire carrying current $I$ and centered at the wire is equal to $\mu_{0} I$. It is independent of the radius $r$ of the circular path. Whether $r=1$ micron or 1000 km , the value of the line integral is the same (provided, of course, that there is no other magnetic field in the medium). It should be noted that the current $I$ in (3-52) is the current which flows in the direction of advance of a right-hand screw as it is turned in the sense in which the line integral around $C$ is evaluated.

Before we proceed further, a few words about the line integral of $\mathbf{B}$ are in order. In Chapter 2 we learned that $\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}$ has the meaning of work or change in potential energy per unit charge associated with the movement of a test charge from point $a$ to point $b$ in the electric field $\mathbf{E}$. This is because the force experienced by a charge due to an electric field is in the same direction as the electric field. On the other hand, in a magnetic field $\mathbf{B}$, the force experienced by a test charge moving in the direction of $d \mathbf{l}$ (or by a current element $I d \mathbf{l})$ is perpendicular to both $\mathbf{B}$ and $d \mathbf{l}$. Hence the work associated with the movement of the test charge is zero. Thus $\int \mathbf{B} \cdot d \mathbf{l}$ does not have the meaning of work. Just as $\oint_{S} \mathbf{E} \cdot d \mathbf{S}$ provides us information about charges enclosed by $S, \oint_{C} \mathbf{B} \cdot d \mathbf{l}$ tells us about the current enclosed by $C$. Therefore, in this respect $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ is analogous to $\oint_{S} \mathbf{E} \cdot d \mathbf{S}$. We will simply call it the circulation of $\mathbf{B}$.

Let us now consider an arbitrary path $C$ (not necessarily in a plane) enclosing the current as shown in Fig. 3.15. For an infinitesimal segment $d \mathbf{l}$ at $P$ along this path,

$$
\begin{equation*}
\mathbf{B} \cdot d \mathbf{l}=\frac{\mu_{0} I}{2 \pi R} \mathbf{i}_{\phi} \cdot d \mathbf{l}=\frac{\mu_{0} I d l \cos \alpha}{2 \pi R} \tag{3-53}
\end{equation*}
$$

where $R$ is the distance of $P$ from the wire, $\mathbf{i}_{\phi}$ is the unit vector at $P$ directed circular to the wire, and $\alpha$ is the angle between $d \mathbf{l}$ and $\mathbf{i}_{\phi}$. The circulation of $\mathbf{B}$ around the arbitrary path $C$ is

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\oint_{C} \frac{\mu_{0} I d l \cos \alpha}{2 \pi R}=\frac{\mu_{0} I}{2 \pi} \oint_{C} \frac{d l \cos \alpha}{R} \tag{3-54}
\end{equation*}
$$



Fig. 3.15. For evaluating $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$, where $C$ is an arbitrary closed path enclosing a straight, infinitely long wire carrying current $I$.

In (3-54), $d l \cos \alpha$ is the projection of $d \mathbf{l}$ onto the circle of radius $R$ centered at the wire and passing through $P$. Hence $(d l \cos \alpha) / R$ is the projection of $d \mathbf{l}$ on to the circle of radius unity in the plane normal to the wire and centered at the wire, and $\oint_{c}(d l \cos \alpha) / R$ is the sum of the projections of all infinitesimal segments comprising the contour $C$ onto the circle of radius unity. Thus it is equal to the circumference of the circle of unit radius, that is, $2 \pi$. Substituting this result in (3-54), we have

$$
\begin{equation*}
\oint_{\substack{\text { contour } \\ \text { enclosing } I}} \mathbf{B} \cdot d \mathbf{l}=\frac{\mu_{0} I}{2 \pi}(2 \pi)=\mu_{0} I \tag{3-55}
\end{equation*}
$$

If the arbitrary contour does not enclose the current, then, in evaluating $\oint_{C}(d l \cos \alpha) / R$, we start at one point on the circle of unit radius, traverse to another point on it and return to the starting point along the same path in the opposite direction, obtaining a result of zero in this process. Hence

$$
\begin{equation*}
\oint_{\substack{\text { contour not } \\ \text { enclosing } I}} \mathbf{B} \cdot d \mathbf{I}=0 \tag{3-56}
\end{equation*}
$$

Equations (3-55) and (3-56) may be combined into a single statement which reads as

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}(\text { current enclosed by the contour } C) \tag{3-57}
\end{equation*}
$$

This is Ampere's circuital law. Although we have derived it here for an infinitely long straight wire, it can be proved for a current loop of arbitrary shape. Also, if we have a number of current loops or infinitely long wires
carrying currents or continuous current distributions in the form of surface or volume current, we can invoke superposition and conclude that Ampere's circuital law as given by ( $3-57$ ) holds for any closed path $C$ provided the current enclosed by $C$ is uniquely defined.

Let us now discuss the uniqueness of a closed path enclosing or not enclosing a current. To do this, let us consider the case of a straight filamentary wire of finite length in the plane of the paper carrying current $I$, as shown in Fig. 3.16. This can be achieved by having a source of point


Fig. 3.16. For illustrating that the current enclosed by closed path $C$ surrounding a finitely long filamentary wire is not uniquely defined.
charge at one end of the wire and a sink of point charge at the other end. Let a closed path $C$ be in the plane normal to the paper, emerging out of the paper at $a$ and going into it at $b$. Let us denote this position of the closed path as position 1. Imagining the closed path to be rigid, we can bring it to position 2 by sliding it parallel to the wire for some distance, pulling it down, and then sliding it back parallel to the wire as shown by the dashed lines. We are able to achieve this without cutting through the wire. We then say that the current enclosed by the closed path $C$ is not uniquely defined. Alternatively, we can define the current enclosed by a path as that which pierces through (passes from one side to the other side of) a surface whose perimeter is the closed path. For the closed path $C$ in Fig. 3.16, let us consider two bowl-shaped surfaces $S_{1}$ and $S_{2}$. It can be seen that the wire pierces through $S_{1}$ but not through $S_{2}$. This suggests that we cannot uniquely define the current enclosed by $C$ in Fig. 3.16. It is clear that Ampere's circuital law (3-57) cannot be used for the case of Fig. 3.16. In fact, if we evaluate $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$
around the contour $C$ in Fig. 3.16, we will not obtain $\mu_{0} I$ for the answer. On the other hand, if the wire is infinitely long, we cannot bring the closed path from position 1 to position 2 without cutting through the wire and there can be no surface whose perimeter is $C$ and through which the wire does not pierce. The current enclosed by $C$ is then uniquely defined. Similarly, for surfaces whose perimeter is position 2 of the closed path in Fig. 3.16, the infinitely long wire does not pierce at all or it pierces through an even number of times, entering from one side and emerging out on the same side so that the net current enclosed by the path is always zero. Thus we can summarize the discussion in this paragraph by stating that the current enclosed by a path is uniquely defined if the net current which passes through each possible surface whose perimeter is the closed path is the same.

Example 3-8. An infinitely long filamentary wire along the $z$ axis carries current $I$ amp. Find $\int_{P}^{Q} \mathbf{B} \cdot d \mathbf{l}$ along the straight line joining $P$ to $Q$, where $P$ and $Q$ are $(1,-1,0)$ and $(1,1,0)$, respectively, in cartesian coordinates.

The geometry of the problem in the $x y$ plane is shown in Fig. 3.17.


Fig. 3.17. For evaluating $\int_{P}^{Q} \mathbf{B} \cdot d \mathbf{l}$ along the straight line from $P$ to $Q$ in the field of an infinitely long wire carrying current $I$.

First we will solve this problem by actually evaluating $\int_{P}^{Q} \mathbf{B} \cdot d \mathbf{l}$ along the given path. To do this, let us consider an infinitesimal segment $d \mathbf{l}=d y \mathbf{i}_{y}$ at $(1, y, 0)$. Since $\mathbf{B}$ at this point due to the line current is $\left[\mu_{0} I /\left(2 \pi \sqrt{1+y^{2}}\right)\right] \mathbf{i}_{\phi}$, we have

$$
\begin{aligned}
\mathbf{B} \cdot d \mathbf{l} & =\frac{\mu_{0} I}{2 \pi \sqrt{1+y^{2}}} \mathbf{i}_{\phi} \cdot d y \mathbf{i}_{y} \\
& =\frac{\mu_{0} I d y}{2 \pi \sqrt{1+y^{2}}} \cos \phi=\frac{\mu_{0} I d y}{2 \pi\left(1+y^{2}\right)}
\end{aligned}
$$

Thus

$$
\begin{align*}
\int_{P}^{Q} \mathbf{B} \cdot d \mathbf{l} & =\int_{y=-1}^{1} \frac{\mu_{0} I d y}{2 \pi\left(1+y^{2}\right)}  \tag{3-58}\\
& =\frac{\mu_{0} I}{2 \pi} \int_{\phi=-\pi / 4}^{\pi / 4} d \phi=\frac{\mu_{0} I}{4}
\end{align*}
$$

This result can, however, be obtained without performing the integration if we note that, according to Ampere's circuital law,

$$
\begin{equation*}
\oint_{P Q A P} \mathbf{B} \cdot d \mathbf{l}=0 \tag{3-59}
\end{equation*}
$$

where $Q A P$ is part of a circle centered at the line current. Equation (3-59) may be written as

$$
\int_{P}^{Q} \mathbf{B} \cdot d \mathbf{l}+\int_{Q A P} \mathbf{B} \cdot d \mathbf{l}=0
$$

which yields

$$
\begin{equation*}
\int_{P}^{Q} \mathbf{B} \cdot d \mathbf{l}=-\int_{Q A P} \mathbf{B} \cdot d \mathbf{l} \tag{3-60}
\end{equation*}
$$

However, from symmetry considerations, $\int_{Q A P} \mathbf{B} \cdot d \mathbf{l}$ is equal to $-\mu_{0} I(Q A P)$ divided by the circumference of the circle, or $-\mu_{0} I(\pi / 2) / 2 \pi=-\mu_{0} I / 4$. From (3-60), we then obtain a value $\mu_{0} I / 4$ for $\int_{P}^{Q} \mathbf{B} \cdot d \mathbf{l}$, which agrees with (3-58).

Given $\mathbf{B}$ and a closed path $C$, it is always possible to compute the current enclosed by the path by evaluating $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ analytically or numerically and then dividing the result by $\mu_{0}$ in accordance with Ampere's circuital law given by (3-57). The inverse problem of finding $\mathbf{B}$ for a given current distribution by using (3-57) is possible only for certain simple cases involving a high degree of symmetry, just as in the case of the application of Gauss' law for finding $\mathbf{E}$ for a given charge distribution. First, the symmetry of the magnetic field must be determined from the Biot-Savart law and second, we should be able to choose a closed path $C$ such that $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ can be reduced to an algebraic quantity involving the magnitude of $\mathbf{B}$. Obviously, the closed path must be chosen such that the magnitude of $\mathbf{B}$ is uniform and the direction of $\mathbf{B}$ is tangential to the path along all or part of the path, while the magnitude of $\mathbf{B}$ is zero or the direction of $\mathbf{B}$ is normal to the path along the rest of the path in the latter case. We will illustrate this method of obtaining $\mathbf{B}$ by reconsidering Examples 3-6 and 3-7.

Example 3-9. A sheet of current with the surface current density given by

$$
\mathbf{J}_{s}=J_{s 0} \mathbf{i}_{z}
$$

where $J_{s 0}$ is a constant, occupies the entire $x z$ plane as shown in Fig. 3.18.


Fig. 3.18. For evaluating the magnetic flux density due to an infinite plane sheet of current.

The magnetic field due to such a current sheet was found in Example 3-6 by using the Biot-Savart law. It is here desired to find the magnetic flux density due to this infinite sheet of current using Ampere's circuital law.

From purely qualitative reasoning based upon the magnetic flux density due to an infinitely long, straight filamentary wire of current, we can conclude that the magnetic flux density due to the infinite sheet of current of uniform density is (a) entirely in the $+x$ direction for $y>0$ and in the $-x$ direction for $y<0$, (b) uniform in planes parallel to the current sheet, and (c) symmetrical about $y=0$. Thus

$$
\begin{equation*}
\mathbf{B}=B_{t} \mathbf{i}_{t} \tag{3-61}
\end{equation*}
$$

where $\mathbf{i}_{\boldsymbol{t}}$ is the unit tangential vector to the current sheet given by

$$
\begin{equation*}
\mathbf{i}_{t}=\mathbf{i}_{z} \times \mathbf{i}_{n} \tag{3-62}
\end{equation*}
$$

in which $\mathbf{i}_{n}$ is the unit normal vector to the current sheet. We can therefore choose a rectangular path $a b c d a$ having length $l$ parallel to the current sheet and width $w$ normal to the current sheet and symmetrical about the current sheet as shown in Fig. 3.18. Then

$$
\begin{equation*}
\oint_{a b c d a} \mathbf{B} \cdot d \mathbf{l}=\int_{a}^{b} \mathbf{B} \cdot d \mathbf{l}+\int_{b}^{c} \mathbf{B} \cdot d \mathbf{l}+\int_{c}^{d} \mathbf{B} \cdot d \mathbf{l}+\int_{d}^{a} \mathbf{B} \cdot d \mathbf{l} \tag{3-63}
\end{equation*}
$$

But $\int_{b}^{c} \mathbf{B} \cdot d \mathbf{l}$ and $\int_{d}^{a} \mathbf{B} \cdot d \mathbf{l}$ are equal to zero since $\mathbf{B}$ is normal to the paths $b c$ and $d a$. For paths $a b$ and $c d, \mathbf{B}$ is parallel and directed along these paths. Furthermore, the magnitudes of $\mathbf{B}$ are the same for these paths since they are equidistant from the current sheet. Thus (3-63) reduces to

$$
\begin{align*}
\oint_{a b c d a} \mathbf{B} \cdot d \mathbf{l} & =2 \int_{a}^{b} \mathbf{B} \cdot d \mathbf{l}=2 \int_{a}^{b} B_{t} \mathbf{i}_{t} \cdot d l \mathbf{i}_{t} \\
& =2 B_{t} \int_{a}^{b} d l=2 B_{t} l \tag{3-64}
\end{align*}
$$

But, from Ampere's circuital law,

$$
\begin{equation*}
\oint_{a b c d a} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}(\text { current enclosed by } a b c d a)=\mu_{0} J_{s 0} l \tag{3-65}
\end{equation*}
$$

Comparing (3-64) and (3-65), we have

$$
\begin{align*}
& B_{t}=\frac{\mu_{0} J_{s 0}}{2}  \tag{3-66}\\
& \mathbf{B}=\frac{\mu_{0} J_{s 0} \mathbf{i}_{z} \times \mathbf{i}_{n}=\frac{\mu_{0}}{2} \mathbf{J}_{s} \times \mathbf{i}_{n}}{} . \tag{3-67}
\end{align*}
$$

which agrees with the result obtained in Example 3-6.

Example 3-10. Current flows in the axial ( $z$ ) direction in an infinitely long cylinder of radius $a$ with uniform density $J_{0} \mathrm{amp} / \mathrm{m}^{2}$ as shown in Fig. 3.19. The magnetic field due to such a current distribution was found in Example 3-7 by using the Biot-Savart law. It is here desired to find the magnetic flux density both inside and outside the cylinder using Ampere's circuital law.

Fig. 3.19. For evaluating the magnetic flux density due to a volume current flowing with uniform density along an infinitely long cylinder.


In Example 3-7 we established from purely qualitative arguments that B, due to the given current distribution, has only a $\phi$ component and possesses cylindrical symmetry so that it is a function only of the distance from the axis of the cylinder. Thus

$$
\begin{equation*}
\mathbf{B}=B_{\phi}(r) \mathbf{i}_{\phi} \tag{3-68}
\end{equation*}
$$

Choosing, therefore, a circular path $C$ of radius $r \gtrless a$ centered at the axis of the cylinder and in the plane normal to the axis, as shown in Fig. 3.19, we have

$$
\begin{align*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l} & =\oint_{C} B_{\phi} \mathbf{i}_{\phi} \cdot d l \mathbf{i}_{\phi}=B_{\phi} \oint_{C} d l \\
& =B_{\phi}(\text { circumference of the circle of radius } r)  \tag{3-69}\\
& =B_{\phi}(2 \pi r)
\end{align*}
$$

But, from Ampere's circuital law,

$$
\begin{align*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l} & =\mu_{0}(\text { current enclosed by } C)  \tag{3-70}\\
& =\mu_{0}(\text { current enclosed by circular path of radius } r)
\end{align*}
$$

Comparing (3-69) and (3-70), we have

$$
\begin{align*}
B_{\phi} & =\mu_{0} \frac{\text { current enclosed by circular path of radius } r}{2 \pi r} \\
\mathbf{B} & =\mu_{0} \frac{\text { current enclosed by circular path of radius } r}{2 \pi r} \mathbf{i}_{\phi} \tag{3-71}
\end{align*}
$$

which agrees with the result of Example 3-7.

### 3.7 Ampere's Circuital Law in Differential Form (Maxwell's Curl Equation for the Static Magnetic Field)

Let us consider a volume current distribution with the current density vect or $\mathbf{J}$ as a given function of the coordinates. The current enclosed by an arbitrary closed path $C$ is given by the surface integral of the current densi y over any surface $S$ bounded by the closed path $C$; that is, $\int_{S} \mathbf{J} \cdot d \mathbf{S}$. Accorting to Ampere's circuital law (3-57), we then have

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0} \int_{S} \mathbf{J} \cdot d \mathbf{S} \tag{3-72}
\end{equation*}
$$

where $C$ is traversed in the sense in which a right-hand screw needs to be turned if it is to advance to the side of $S$ towards which the current on the right side of (3-72) is evaluated. If we now shrink the path $C$ to a very small size $\Delta C$ so that the surface area bounded by it becomes very small, $\Delta S$, we can write (3-72) as

$$
\begin{equation*}
\oint_{\Delta C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0} \int_{\Delta S} \mathbf{J} \cdot d \mathbf{S} \tag{3-73}
\end{equation*}
$$

Since the surface area $\Delta S$ is very small, we can consider the current density to be uniform over the surface so that $\int_{\Delta S} \mathbf{J} \cdot d \mathbf{S} \approx \mathbf{J} \cdot \mathbf{i}_{n} \Delta S$, where $\mathbf{i}_{n}$ is the normal vector to $\Delta S$ pointed to the side towards which a right-hand screw advances as it is turned in the sense of the closed path. This relation becomes exact in the limit $\Delta S \rightarrow 0$. Dividing both sides of (3-73) by $\Delta S$ and letting $\Delta S \rightarrow 0$, we have

$$
\begin{align*}
\lim _{\Delta S \rightarrow 0} \frac{\oint_{\Delta C} \mathbf{B} \cdot d \mathbf{l}}{\Delta S} & =\lim _{\Delta s \rightarrow 0} \frac{\mu_{0} \int_{\Delta S} \mathbf{J} \cdot d \mathbf{S}}{\Delta S} \\
& =\mu_{0} \lim _{\Delta S \rightarrow 0} \frac{\mathbf{J} \cdot \mathbf{i}_{n} \Delta S}{\Delta S}  \tag{3-74}\\
& =\mu_{0} \mathbf{J} \cdot \mathbf{i}_{n}
\end{align*}
$$

Now, the curl of $\mathbf{B}$ is defined as the vector having the magnitude given by the maximum value of the quantity on the left side of (3-74) and the direction given by the normal to the $\Delta S$ for which the quantity is maximized. Looking at the right side of (3-74), we note that this maximum value occurs for an orientation of $\Delta S$ for which the direction of $\mathbf{i}_{n}$ coincides with the direction of $\mathbf{J}$ and it is equal to $\mu_{0}$ times the magnitude of $J$. Thus

$$
\begin{align*}
|\nabla \times \mathbf{B}|= & \text { maximum value of }\left(\lim _{\Delta S \rightarrow 0} \frac{\oint_{\Delta C} \mathbf{B} \cdot d \mathbf{l}}{\Delta S}\right)=\mu_{0}|\mathbf{J}|  \tag{3-75a}\\
& \text { direction of } \boldsymbol{\nabla} \times \mathbf{B}=\text { direction of } \mathbf{J} \tag{3-75b}
\end{align*}
$$

so that

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{B}=\mu_{0} \mathbf{J} \tag{3-76}
\end{equation*}
$$

Equation (3-76) is Ampere's circuital law in differential form. It states that the curl of the magnetic flux density at any point is equal to $\mu_{0}$ times the volume current density at that point. This is Maxwell's curl equation for the static magnetic field.

The right side of (3-76) represents a volume current density. For problems involving line and surface currents, we make use of Dirac delta functions just as in the case of Gauss' law in differential form for point charges, line charges, and surface charges. For example, following the method employed in Example 2-12, we obtain for a surface current of density $\mathbf{J}_{s}$ occupying the $y=y_{0}$ plane,

$$
\begin{equation*}
\nabla \times \mathbf{B}=\mu_{0} \mathbf{J}_{s} \delta\left(y-y_{0}\right) \tag{3-77}
\end{equation*}
$$

### 3.8 Magnetic Vector Potential

Thus far we have discussed the determination of the magnetic field due to a current distribution directly from the current distribution using initially the Biot-Savart law and then Ampere's circuital law. In Chapter 2, we first discussed the determination of the electric field due to a charge distribution directly from the charge distribution using initially an integral formulation based on the electric field intensity due to a point charge and then Gauss' law. Later we introduced the electric potential field from energy considerations and discovered the relationship of the electric field intensity to the scalar potential through the gradient operation as an alternative approach to the determination of the electric field. In this section we introduce a similar alternative method for the computation of the magnetic field due to a given current distribution.

To do this, we note from (3-25) that, for a filamentary wire carrying current $I$, the magnetic flux density is given by

$$
\begin{equation*}
\mathbf{B}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int_{C^{\prime}} \frac{I d \mathbf{l}^{\prime} \times \mathbf{i}_{R}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}{R^{2}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)} \tag{3-78}
\end{equation*}
$$

where $C^{\prime}$ is the contour of the wire, $\mathbf{r}^{\prime}$ is the position vector defining the infinitesimal length element $d \mathbf{l}^{\prime}$ on $C^{\prime}, \mathbf{r}$ is the position vector of the field. point, $\mathbf{i}_{R}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the unit vector along $\mathbf{r}-\mathbf{r}^{\prime}$, and $R\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is equal to $\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ : Substituting

$$
\nabla\left(\frac{1}{R}\right)=-\frac{1}{R^{2}} \mathbf{i}_{R}
$$

in (3-78), we have

$$
\begin{equation*}
\mathbf{B}(\mathbf{r})=-\frac{\mu_{0} I}{4 \pi} \int_{C^{\prime}} d \mathbf{l}^{\prime} \times \nabla\left[\frac{1}{R\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}\right] \tag{3-79}
\end{equation*}
$$

Using the vector identity

$$
\mathbf{A} \times \nabla V=V \nabla \times \mathbf{A}-\nabla \times(V \mathbf{A})
$$

we can write (3-79) as

$$
\begin{equation*}
\mathbf{B}(\mathbf{r})=-\frac{\mu_{0} I}{4 \pi} \int_{c^{\prime}}\left[\frac{1}{R\left(\mathbf{r}, \mathbf{r}^{\prime}\right)} \nabla \times d \mathbf{l}^{\prime}-\nabla \times \frac{d \mathbf{l}^{\prime}}{R\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}\right] \tag{3-80}
\end{equation*}
$$

In (3-80), the integration is with respect to the points on the filamentary wire, whereas the curl operation has to do with differentiation with respect to the coordinates of the field point. Hence $\nabla \times d \mathbf{I}^{\prime}=0$ and also, the two operations can be interchanged to give us

$$
\begin{equation*}
\mathbf{B}=\frac{\mu_{0} I}{4 \pi} \int_{C^{\prime}} \nabla \times \frac{d \mathbf{l}^{\prime}}{R\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}=\nabla \times\left(\frac{\mu_{0}}{4 \pi} \int_{C^{\prime}} \frac{I d \mathbf{l}^{\prime}}{R}\right) \tag{3-81a}
\end{equation*}
$$

If, instead of a filamentary wire, we have a surface current of density $J_{s}$ on a surface $S^{\prime}$, or a volume current of density $\mathbf{J}$ in a volume $V^{\prime}$, we obtain similar relationships as follows, respectively:

$$
\begin{align*}
& \mathbf{B}=\boldsymbol{\nabla} \times\left(\frac{\mu_{0}}{4 \pi} \int_{s^{\prime}} \frac{\mathbf{J}_{s} d S^{\prime}}{R}\right)  \tag{3-81b}\\
& \mathbf{B}=\boldsymbol{\nabla} \times\left(\frac{\mu_{0}}{4 \pi} \int_{V^{\prime}} \frac{\mathbf{J} d v^{\prime}}{R}\right) \tag{3-81c}
\end{align*}
$$

In (3-81a)-(3-81c), we have expressions which permit us to compute B by finding the curl of a vector quantity. Denoting this vector quantity as $A$, we have

$$
\begin{equation*}
\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A} \tag{3-82}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\mathbf{A}=\frac{\mu_{0}}{4 \pi} \int_{C^{\prime}} \frac{I d \mathbf{l}^{\prime}}{R} & \text { for line current } \\
\mathbf{A}=\frac{\mu_{0}}{4 \pi} \int_{S^{\prime}} \frac{\mathbf{J}_{s} d S^{\prime}}{R} & \text { for surface current } \\
\mathbf{A}=\frac{\mu_{0}}{4 \pi} \int_{V^{\prime}} \frac{\mathbf{J} d v^{\prime}}{R} & \text { for volume current } \tag{3-83c}
\end{array}
$$

We note the similarity of the right sides of (3-83a)-(3-83c) with the expressions for the electrostatic potential $V$ due to line, surface, and volume charges given, respectively, by

$$
\begin{array}{ll}
V=\frac{1}{4 \pi \epsilon_{0}} \int_{C^{\prime}} \frac{\rho_{L} d l^{\prime}}{R} & \text { for line charge } \\
V=\frac{1}{4 \pi \epsilon_{0}} \int_{S^{\prime}} \frac{\rho_{S} d S^{\prime}}{R} & \text { for surface charge } \\
V=\frac{1}{4 \pi} \epsilon_{0} \int_{V^{\prime}} \frac{\rho d v^{\prime}}{R} & \text { for volume charge }
\end{array}
$$

In view of this similarity, and since $\mathbf{A}$ is a vector in contrast to the scalar nature of $V, \mathbf{A}$ is called the magnetic vector potential. Unlike $V, \mathbf{A}$ does not have a physical significance. It serves as a convenient intermediate step for the computation of $\mathbf{B}$. This is especially so because of the similarity of the expressions for $V$ and the expressions for $\mathbf{A}$. The components of $\mathbf{A}$ due to a particular current distribution can be written without actually evaluating the integrals if the analogous integrals for the electrostatic potential have already been evaluated in the corresponding electrostatic problem.

Example 3-11. An infinitely long straight wire carrying current $I$ amp lies along the $z$ axis. Obtain the magnetic vector potential due to this wire and then find the magnetic flux density by performing the curl operation on the vector potential.

Applying (3-83a) to the infinitely long wire, we have the vector potential given by

$$
\mathbf{A}=\frac{\mu_{0}}{4 \pi} \int_{z^{\prime}=-\infty}^{\infty}\left(\frac{I d z^{\prime} \mathbf{i}_{z}}{R}\right)
$$

or

$$
\begin{equation*}
\mathbf{A}=\left(\frac{\mu_{0}}{4 \pi} \int_{z^{\prime}=-\infty}^{\infty} \frac{I d z^{\prime}}{R}\right) \mathbf{i}_{z} \tag{3-84}
\end{equation*}
$$

where $R$ is the distance of the point $P$ at which $\mathbf{A}$ is to be computed from an infinitesimal current element $I d z^{\prime} \mathbf{i}_{z}$, as shown in Fig. 3.20. Let us now consider the quantity

$$
\left(\frac{1}{4 \pi \epsilon_{0}} \int_{z^{\prime}=-\infty}^{\infty} \frac{\rho_{L 0} d z^{\prime}}{R}\right)
$$

This is the integral for computing the electrostatic potential due to an infinitely long line charge of uniform density $\rho_{L 0}$ lying along the $z$ axis. This expression is analogous to the expression inside the parentheses on the right side of (3-84). Thus, finding the vector potential due to the infinitely long wire is analogous to determining the electrostatic potential due to the infinitely long line charge of uniform density. However, we already know the


Fig. 3.20. For evaluating the magnetic vector potential due to an infinitely long, straight wire carrying current $I$.
solution for this electrostatic potential from Example 2-17. This is given by

$$
\begin{equation*}
V=-\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} \ln \frac{r}{r_{0}} \tag{2-119}
\end{equation*}
$$

where $r$ is the distance of the point $P$, at which $V$ is desired, from the line charge and $r_{0}$ is the distance from the line charge to the point at which the potential is zero, as explained in Example 2-17. Thus

$$
\begin{equation*}
\frac{1}{4 \pi \epsilon_{0}} \int_{z^{\prime}=-\infty}^{\infty} \frac{\rho_{L 0} d z^{\prime}}{R}=-\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} \ln \frac{r}{r_{0}} \tag{3-85}
\end{equation*}
$$

We can immediately write down by analogy that

$$
\begin{equation*}
\frac{\mu_{0}}{4 \pi} \int_{z^{\prime}=-\infty}^{\infty} \frac{I d z^{\prime}}{R}=-\frac{\mu_{0} I}{2 \pi} \ln \frac{r}{r_{0}} \tag{3-86}
\end{equation*}
$$

Substituting this result into (3-84), we obtain the vector potential due to the infinitely long wire as

$$
\begin{equation*}
\mathbf{A}=-\frac{\mu_{0} I}{2 \pi} \ln \frac{r}{r_{0}} \mathbf{i}_{z} \tag{3-87}
\end{equation*}
$$

Using the expression for the curl in cylindrical coordinates, we then have

$$
\begin{aligned}
\mathbf{B} & =\boldsymbol{\nabla} \times \mathbf{A}=\left|\begin{array}{ccc}
\frac{\mathbf{i}_{r}}{r} & \mathbf{i}_{\phi} & \frac{\mathbf{i}_{z}}{r} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \phi} & \frac{\partial}{\partial z} \\
0 & 0 & A_{z}
\end{array}\right| \\
& =\frac{1}{r} \frac{\partial A_{2}}{\partial \phi} \mathbf{i}_{r}-\frac{\partial A_{z}}{\partial r} \mathbf{i}_{\phi}=\frac{\mu_{0} I}{2 \pi r} \mathbf{i}_{\phi}
\end{aligned}
$$

which is the same as the result obtained in Example 3-3.
jexample 3-12. A loop of wire carrying current $I$ amp occupies an arbitrary contour $C^{\prime}$ as shown in Fig. 3.21. Find the vector potential due to this current loop at distances $\mathbf{r}$ from the origin large in magnitude compared to the distances of the points on the loop from the origin.


Fig. 3.21. For evaluating the vector potential due to an arbitrary loop of current $I$ at large distances from the origin compared to the distances of the points on the loop from the origin.

Let $P$ be the point at which the vector potential is desired. Then, from (3-83a), the vector potential at $P$ due to the current loop is given by

$$
\begin{align*}
\mathbf{A}(\mathbf{r}) & =\frac{\mu_{0}}{4 \pi} \oint_{C^{\prime}}\left\lceil\frac{I d \mathbf{l}^{\prime}}{\left.\mathbf{r}-\mathbf{r}^{\prime}\right\rceil}\right. \\
& =\frac{\mu_{0} I}{4 \pi} \oint_{C^{\prime}} \frac{\left.d \mathbf{l}^{\prime}+r^{\prime 2}-2 r r^{\prime} \cos \alpha\right)^{1 / 2}}{\left(1+\frac{r^{\prime 2}}{r^{2}}-\frac{2 \mathbf{r}^{\prime} \cdot \mathbf{r}}{r^{2}}\right)^{-1 / 2} d \mathbf{l}^{\prime}}  \tag{3-88}\\
& =\frac{\mu_{0} I}{4 \pi r} \oint_{C^{\prime}}\left(1{ }^{\prime}\right.
\end{align*}
$$

Using the binomial expansion employed in Example 2-15, we have

$$
\begin{align*}
\mathbf{A}= & \frac{\mu_{0} I}{4 \pi r} \oint_{C^{\prime}}\left\{1+\frac{\mathbf{r}^{\prime} \cdot \mathbf{r}}{r^{2}}+\frac{1}{2 r^{4}}\left[3\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right)^{2}-r^{2} r^{\prime 2}\right]\right. \\
& +\ldots \text { higher-order terms }\} d \mathbf{l}^{\prime}  \tag{3-89}\\
= & \frac{\mu_{0} I}{4 \pi r}\left[\oint_{C^{\prime}} d \mathbf{l}^{\prime}+\oint_{C^{\prime}} \frac{\mathbf{r}^{\prime} \cdot \mathbf{r}}{r^{2}} d \mathbf{l}^{\prime}+\oint_{C^{\prime}} \frac{3\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right)^{2}-r^{2} r^{\prime 2}}{2 r^{4}} d \mathbf{l}^{\prime}+\ldots\right]
\end{align*}
$$

In (3-89), $\oint_{C^{\prime}} d \mathbf{l}^{\prime}=0$ for any $C^{\prime}$ so that the second term is the first significant term. Furthermore, for $r^{\prime} \ll r$, it is sufficient if we consider the first significant term. Thus, for $r \gg r^{\prime}$,

$$
\begin{equation*}
\mathbf{A}=\frac{\mu_{0} I}{4 \pi r^{3}} \oint_{C^{\prime}}\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right) d \mathbf{l}^{\prime} \tag{3-90}
\end{equation*}
$$

Now, using the vector identity

$$
\mathbf{A} \times(\mathbf{B} \times \mathbf{C})=(\mathbf{A} \cdot \mathbf{C}) \mathbf{B}-(\mathbf{A} \cdot \mathbf{B}) \mathbf{C}
$$

we have

$$
\mathbf{r} \times\left(d \mathbf{l}^{\prime} \times \mathbf{r}^{\prime}\right)=\left(\mathbf{r} \cdot \mathbf{r}^{\prime}\right) d \mathbf{l}^{\prime}-\left(\mathbf{r} \cdot d \mathbf{l}^{\prime}\right) \mathbf{r}^{\prime}
$$

or

$$
\begin{align*}
\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right) d \mathbf{l}^{\prime} & =\mathbf{r} \times\left(d \mathbf{l}^{\prime} \times \mathbf{r}^{\prime}\right)+\left(\mathbf{r} \cdot d \mathbf{l}^{\prime}\right) \mathbf{r}^{\prime}  \tag{3-91}\\
& =\frac{1}{2} \mathbf{r} \times\left(d \mathbf{l}^{\prime} \times \mathbf{r}^{\prime}\right)+\frac{1}{2}\left(\mathbf{r} \cdot d \mathbf{l}^{\prime}\right) \mathbf{r}^{\prime}+\frac{1}{2}\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right) d \mathbf{l}^{\prime}
\end{align*}
$$

We further note that

$$
\begin{align*}
(\mathbf{r} \cdot & \left.d \mathbf{I}^{\prime}\right) \mathbf{r}^{\prime}+\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right) d \mathbf{l}^{\prime} \\
= & \left(x d x^{\prime}+y d y^{\prime}+z d z^{\prime}\right)\left(x^{\prime} \mathbf{i}_{x}+y^{\prime} \mathbf{i}_{y}+z^{\prime} \mathbf{i}_{z}\right) \\
& +\left(x^{\prime} x+y^{\prime} y+z^{\prime} z\right)\left(d x^{\prime} \mathbf{i}_{x}+d y^{\prime} \mathbf{i}_{y}+d z^{\prime} \mathbf{i}_{z}\right) \\
= & \left(2 x x^{\prime} d x^{\prime}+y y^{\prime} d x^{\prime}+z z^{\prime} d x^{\prime}+y x^{\prime} d y^{\prime}+z x^{\prime} d z^{\prime}\right) \mathbf{i}_{x} \\
& +\left(x x^{\prime} d y^{\prime}+2 y y^{\prime} d y^{\prime}+z z^{\prime} d y^{\prime}+x y^{\prime} d x^{\prime}+z y^{\prime} d z^{\prime}\right) \mathbf{i}_{y} \\
& +\left(x x^{\prime} d z^{\prime}+y y^{\prime} d z^{\prime}+2 z z^{\prime} d z^{\prime}+x z^{\prime} d x^{\prime}+y z^{\prime} d y^{\prime}\right) \mathbf{i}_{z} \\
= & d\left[\left(x x^{\prime}+y y^{\prime}+z z^{\prime}\right)\left(x^{\prime} \mathbf{i}_{x}+y^{\prime} \mathbf{i}_{y}+z^{\prime} \mathbf{i}_{z}\right)\right] \\
= & d\left[\left(\mathbf{r} \cdot \mathbf{r}^{\prime}\right) \mathbf{r}^{\prime}\right] \tag{3-92:}
\end{align*}
$$

Substituting (3-92) into (3-91), we obtain

$$
\begin{equation*}
\left(\mathbf{r}^{\prime} \cdot \mathbf{r}\right) d \mathbf{l}^{\prime}=\frac{1}{2} \mathbf{r} \times\left(d \mathbf{l}^{\prime} \times \mathbf{r}^{\prime}\right)+\frac{1}{2} d\left[\left(\mathbf{r} \cdot \mathbf{r}^{\prime}\right) \mathbf{r}^{\prime}\right] \tag{3-93}
\end{equation*}
$$

Substituting (3-93) into (3-90), we have

$$
\begin{align*}
\mathbf{A} & =\frac{\mu_{0} I}{4 \pi r^{3}} \oint_{C^{\prime}} \frac{1}{2} \mathbf{r} \times\left(d \mathbf{l}^{\prime} \times \mathbf{r}^{\prime}\right)+\frac{\mu_{0} I}{8 \pi r^{3}} \oint_{C^{\prime}} d\left[\left(\mathbf{r} \cdot \mathbf{r}^{\prime}\right) \mathbf{r}^{\prime}\right]  \tag{3-94}\\
& =\frac{\mu_{0} I}{4 \pi r^{3}} \oint_{C^{\prime}} \frac{1}{2} \mathbf{r} \times\left(d \mathbf{l}^{\prime} \times \mathbf{r}^{\prime}\right)
\end{align*}
$$

since the second integral, being an integral of a total differential around a closed contour, is equal to zero. Finally, defining

$$
\begin{equation*}
\mathbf{m}=\frac{1}{2} \oint_{C^{\prime}} \mathbf{r}^{\prime} \times I d \mathbf{l}^{\prime} \tag{3-95}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\mathbf{A} & =\frac{\mu_{0}}{4 \pi r^{3}}\left[\oint_{C^{\prime}} \frac{1}{2}\left(\mathbf{r}^{\prime} \times I d \mathbf{l}^{\prime}\right)\right] \times \mathbf{r}  \tag{3-96}\\
& =\frac{\mu_{0}}{4 \pi r^{3}} \mathbf{m} \times \mathbf{r}
\end{align*}
$$

Thus, at large distances from the current loop, the vector potential falls off inversely as $r^{2}$ in contrast to the inverse distance dependence of the electrostatic potential at large distances from an arbitrary charge distribution, provided the total charge is not equal to zero. The quantity $\mathbf{m}$ is the dipole moment of the current loop about the origin.

Example 3-13. Show that, for a plane loop of wire carrying current $I$, the dipole moment $\mathbf{m}$ given by

$$
\mathbf{m}=\frac{1}{2} \oint_{C^{\prime}} \mathbf{r}^{\prime} \times I d \mathbf{l}^{\prime}
$$

has a magnitude equal to the area of the loop and a direction normal to the plane of the loop drawn towards the direction of advance of a right-hand screw as it is turned in the sense of the contour $C^{\prime}$ of the loop.

First we show that the dipole moment about the origin is the same as the dipole moment about any other point. Letting the position vector of this arbitrary point be $r_{0}$, we have

$$
\begin{align*}
\mathbf{m} & =\frac{1}{2} \oint_{C^{\prime}} \mathbf{r}^{\prime} \times I d \mathbf{l}^{\prime} \\
& =\frac{1}{2} \oint_{C^{\prime}}\left(\mathbf{r}^{\prime}-\mathbf{r}_{0}\right) \times I d \mathbf{l}^{\prime}+\frac{1}{2} \oint_{C^{\prime}} \mathbf{r}_{0} \times I d \mathbf{l}^{\prime}  \tag{3-97}\\
& =\frac{1}{2} \oint_{C^{\prime}}\left(\mathbf{r}^{\prime}-\mathbf{r}_{0}\right) \times I d \mathbf{l}^{\prime}+\frac{1}{2} I \mathbf{r}_{0} \times \oint_{C^{\prime}} d \mathbf{l}^{\prime} \\
& =\frac{1}{2} \oint_{C^{\prime}}\left(\mathbf{r}^{\prime}-\mathbf{r}_{0}\right) \times I d \mathbf{l}^{\prime}
\end{align*}
$$

since $\oint_{C^{\prime}} d \mathbf{l}^{\prime}=0$. Thus the dipole moment of the current loop is independent of the point about which it is computed. Let us therefore choose this point to be in the plane of the loop and inside the loop as shown in Fig. 3.22. Then

$$
\begin{equation*}
\frac{1}{2}\left(\mathbf{r}^{\prime}-\mathbf{r}_{0}\right) \times d \mathbf{l}^{\prime}=\frac{1}{2}\left|\mathbf{r}^{\prime}-\mathbf{r}_{0}\right| d l^{\prime} \sin \alpha \mathbf{i}_{n} \tag{3-98}
\end{equation*}
$$

where $\alpha$ is the angle between ( $\mathbf{r}^{\prime}-\mathbf{r}_{0}$ ) and $d \mathbf{l}^{\prime}$ and $\mathrm{i}_{n}$ is the normal vector to the plane of the loop, drawn towards the direction of advance of a righthand screw as it is turned in the sense of $C^{\prime}$ as shown in Fig. 3.22. But the magnitude on the right side of (3-98) is the area of the triangle formed by $\left(\mathbf{r}^{\prime}-\mathbf{r}_{0}\right)$ and $d \mathbf{l}^{\prime}$. Thus, since $\left(\mathbf{r}^{\prime}-\mathbf{r}_{0}\right) \times d \mathbf{l}^{\prime}$ is along $\mathbf{i}_{n}$ for all $d \mathbf{l}^{\prime}$ on $C^{\prime}$, we have

$$
\begin{align*}
\frac{1}{2} \oint_{C^{\prime}}\left(\mathbf{r}^{\prime}-\mathbf{r}_{0}\right) \times d \mathbf{l}^{\prime} & =\binom{\text { sum of areas of triangles formed by all }}{d \mathbf{l}^{\prime} \text { with the corresponding } \mathbf{r}^{\prime}-\mathbf{r}_{0}} \mathbf{i}_{n}  \tag{3-99}\\
& =(\text { area of the loop }) \mathbf{i}_{n}
\end{align*}
$$

This result is consistent with the dipole moment defined in Example 3-4 for the plane circular loop of radius $a$ lying in the $x y$ plane.


Fig. 3.22. For evaluating the dipole moment of a plane loop of wire carrying current $I$.

Returning to Eq. (3-82) and taking the curl of both sides, we obtain

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{B}=\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{A}=\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{A})-\nabla^{2} \mathbf{A} \tag{3-100}
\end{equation*}
$$

where we have used the vector identity for $\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{A}$. But, from Ampere's circuital law in differential form, we have

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{B}=\mu_{0} \mathbf{J} \tag{3-76}
\end{equation*}
$$

Thus, from (3-100) and (3-76), we get

$$
\begin{equation*}
\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{A})-\nabla^{2} \mathbf{A}=\mu_{0} \mathbf{J} \tag{3-101}
\end{equation*}
$$

However, considering a current loop, we have

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{A} & =\boldsymbol{\nabla} \cdot \oint_{C^{\prime}} \frac{\mu_{0} I d \mathbf{l}^{\prime}}{4 \pi R}  \tag{3-102}\\
& =\frac{\mu_{0} I}{4 \pi} \oint_{C^{\prime}} \boldsymbol{\nabla} \cdot \frac{d \mathbf{l}^{\prime}}{R}
\end{align*}
$$

where $C^{\prime}$ is the contour of the current loop and $d \mathbf{l}^{\prime}$ is an infinitesimal length element on $C^{\prime}$. Using the vector identity

$$
\boldsymbol{\nabla} \cdot V \mathbf{A}=\mathbf{A} \cdot \boldsymbol{\nabla} V+V \boldsymbol{\nabla} \cdot \mathbf{A}
$$

we write (3-102) as

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{A}=\frac{\mu_{0} I}{4 \pi}\left(\oint_{C^{\prime}} d \mathbf{l}^{\prime} \cdot \boldsymbol{\nabla} \frac{1}{R}+\oint_{C^{\prime}} \frac{1}{R} \boldsymbol{\nabla} \cdot d \mathbf{l}^{\prime}\right) \tag{3-103}
\end{equation*}
$$

On the right side of (3-103), the second integral is zero since $\boldsymbol{\nabla} \cdot d \mathbf{l}^{\prime}=0$. Using $\nabla(1 / R)=-\nabla^{\prime}(1 / R)$ where the prime denotes differentiation with respect to the primed variables, and then using Stoke's theorem, the first integral can be written as

$$
\begin{equation*}
\oint_{C^{\prime}} d \mathbf{l}^{\prime} \cdot \boldsymbol{\nabla} \frac{1}{R}=-\oint_{C^{\prime}} \nabla^{\prime} \frac{1}{R} \cdot d \mathbf{l}^{\prime}=-\int_{S^{\prime}} \nabla^{\prime} \times \nabla^{\prime} \frac{1}{R} \cdot d \mathbf{S}^{\prime} \tag{4}
\end{equation*}
$$

where $S^{\prime}$ is any surface whose perimeter is $C^{\prime}$. But the curl of the gradient of a scalar is identically equal to zero. Hence, the right side of (3-104) is
zero. Thus, for a current loop, $\boldsymbol{\nabla} \cdot \mathbf{A}=0$. If we now consider a region of volume current in which there is no accumulation of charge, we can represent the volume current as a superposition of a number of current loops for each of which $\boldsymbol{\nabla} \cdot \mathbf{A}=0$ so that, for the entire volume current, $\boldsymbol{\nabla} \cdot \mathbf{A}=0$. Substituting this result in (3-101), we obtain

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=-\mu_{0} \mathbf{J} \tag{3-105}
\end{equation*}
$$

In analogy with

$$
\begin{equation*}
\nabla^{2} V=-\frac{\rho}{\epsilon_{0}} \tag{2-140}
\end{equation*}
$$

Equation (3-105) is known as the Poisson's equation for the vector potential. It is a differential equation which relates the magnetic vector potential at a point to the volume current density at that point, just as (2-140) is a differential equation which relates the electrostatic potential at a point to the volume charge density at that point. Equation (3-105) is a vector equation and hence it is equivalent to three scalar equations. For example, in rectangular coordinates,

$$
\nabla^{2} \mathbf{A}=\left(\nabla^{2} A_{x}\right) \mathbf{i}_{x}+\left(\nabla^{2} A_{y}\right) \mathbf{i}_{y}+\left(\nabla^{2} A_{z}\right) \mathbf{i}_{z}
$$

so that we have

$$
\begin{align*}
\nabla^{2} A_{x} & =-\mu_{0} J_{x}  \tag{3-106a}\\
\nabla^{2} A_{y} & =-\mu_{0} J_{y}  \tag{3-106b}\\
\nabla^{2} A_{z} & =-\mu_{0} J_{z} \tag{3-106c}
\end{align*}
$$

If the volume current density is zero in a region, then the right side of (3-105) is zero for that region so that (3-105) reduces to

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=0 \quad \text { for } \mathbf{J}=0 \tag{3-107}
\end{equation*}
$$

which is Laplace's equation for the magnetic vector potential, in analogy with Laplace's equation for the electrostatic potential given by

$$
\begin{equation*}
\nabla^{2} V=0 \quad \text { for } \rho=0 \tag{2-141}
\end{equation*}
$$

It states that the Laplacian of the magnetic vector potential in a region devoid of current is zero, just as (2-141) states that the Laplacian of the electrostatic potential in a region devoid of charges is zero. Again, using the expansion for $\nabla^{2} \mathbf{A}$ in rectangular coordinates, we obtain the three component equations for (3-107) as

$$
\begin{align*}
\nabla^{2} A_{x} & =0  \tag{3-108a}\\
\nabla^{2} A_{y} & =0  \tag{3-108b}\\
\nabla^{2} A_{z} & =0 \tag{3-108c}
\end{align*}
$$

For a given current distribution, the solution to Poisson's equation (3-105) is obtained by solving the three component equations (3-106a)-(3-106c). Again, we can take advantage of the similarity of (3-106a)-(3-106c) with (2-140) and in many cases simply write down the solution from previous
knowledge of electrostatics, without the necessity of solving the differentic1 equations.

### 3.9 Maxwell's Divergence Equation for the Magnetic Field

The divergence of the curl of a vector is identically zero. Since

$$
\begin{equation*}
\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A} \tag{3-82}
\end{equation*}
$$

it then follows that

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{B}=0 \tag{3-109}
\end{equation*}
$$

Equation (3-109) is Maxwell's divergence equation for the magnetic field. Together with Maxwell's curl equation for the static magnetic field given by (3-76), (3-109) completely defines the properties of the static magnetic field. Equation (3-109) determines whether or not a given vector field is realizable as a magnetic field, whereas Eq. (3-76) relates the field to the current distribution responsible for producing the field. When compared with Maxwell's divergence equation for the electric field intensity,

$$
\begin{equation*}
\nabla \cdot \mathbf{E}=\frac{\rho}{\epsilon_{0}} \tag{2-82}
\end{equation*}
$$

Eq. (3-109) reveals the fact that isolated magnetic charges do not exist.
Taking the volume integral of both sides of (3-109) in a volume $V$, we have

$$
\begin{equation*}
\int_{V}(\boldsymbol{\nabla} \cdot \mathbf{B}) d v=0 \tag{3-110}
\end{equation*}
$$

But, according to the divergence theorem,

$$
\oint_{S} \mathbf{B} \cdot d \mathbf{S}=\int_{V}(\boldsymbol{\nabla} \cdot \mathbf{B}) d v
$$

where $S$ is the surface bounding the volume $V$. Since (3-110) is true for any volume, we obtain the result that

$$
\begin{equation*}
\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0 \tag{3-111}
\end{equation*}
$$

for any closed surface $S$. Equation (3-111) is the integral form of the divergence equation (3-109). Since $\mathbf{B}$ is the magnetic flux density, $\oint_{s} \mathbf{B} \cdot d \mathbf{S}$ is the total magnetic flux emanating from the surface $S$. Thus Eq. (3-111) states that the total magnetic flux emanating from any closed surface is equal to zero. Whatever flux goes into the volume bounded by the surface must conne out of it. The magnetic field lines form closed paths, unlike electric field lines which begin from positive charges and terminate on negative charges. Since

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}(\text { current enclosed by } C) \tag{3-57}
\end{equation*}
$$

the closed paths must form around the current producing the magnetic
field. Vectors which, in this manner, are characterized by zero net flux over all possible closed surfaces are said to be solenoidal. The current density vector $\mathbf{J}$ for static fields is another example of a solenoidal vector since, from

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{B}=0 \tag{3-112}
\end{equation*}
$$

we have

$$
\boldsymbol{\nabla} \cdot \mu_{0} \mathbf{J}=0
$$

or

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}=0 \tag{3-113}
\end{equation*}
$$

The solenoidal nature of $\mathbf{J}$ follows from the fact that, in the absence of accumulation of charge at a point with time, current must flow in closed paths. Since we are here considering static phenomena, there cannot be any accumulation of charge and hence $\boldsymbol{\nabla} \cdot \mathbf{J}=0$. On the other hand, when we consider time-varying or dynamic fields, we can allow for the accumulation of charge, in which case we will find that (3-113) does not necessarily hold everywhere.

Example 3-14. Determine if the following vector fields are realizable as magnetic fields:
(a) $\mathbf{F}_{a}=\left(-y \mathbf{i}_{x}+x \mathbf{i}_{y}\right)$
(b) $\mathbf{F}_{b}=\frac{\mu_{0} m_{L}}{2 \pi r^{2}}\left(-\sin \phi \mathbf{i}_{r}+\cos \phi \mathbf{i}_{\phi}\right)$
(c) $\mathbf{F}_{c}=\left(\sin \theta \mathbf{i}_{r}+\cos \theta \mathbf{i}_{\theta}\right) \quad$ spherical coordinates
(a) $\boldsymbol{\nabla} \cdot \mathbf{F}_{a}=\frac{\partial}{\partial x}(-y)+\frac{\partial}{\partial y}(x)=0$

Hence $\mathbf{F}_{a}$ can be realized as a magnetic field. In fact, if we note that, in cylindrical coordinates, $\mathbf{F}_{a}=r \mathbf{r}_{\phi}$, the solenoidal nature of $\mathbf{F}_{a}$ becomes obvious.
(b) $\boldsymbol{\nabla} \cdot \mathbf{F}_{b}=\frac{1}{r} \frac{\partial}{\partial r}\left(-\frac{\mu_{0} m_{L}}{2 \pi r} \sin \phi\right)+\frac{1}{r} \frac{\partial}{\partial \phi}\left(\frac{\mu_{0} m_{L}}{2 \pi r^{2}} \cos \phi\right)=0$

Hence $\mathbf{F}_{b}$ can be realized as a magnetic field. It is left as an exercise (Problem 3.21) for the student to show that $\mathbf{F}_{b}$ is the magnetic field due to a twodimensional magnetic dipole of moment $m_{L}$.
(c) $\boldsymbol{\nabla} \cdot \mathbf{F}_{c}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \sin \theta\right)+\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}(\sin \theta \cos \theta) \neq 0$

Hence $\mathbf{F}_{c}$ cannot be realized as a magnetic field.
Example 3-15. In Example 3-5, the magnetic field due to an infinitely long, uniformly wound solenold of radius $a$ and $n$ turns per unit length carrying current $I$ was found by using the Biot-Savart law. It is here desired to find the magnetic field due to the solenoid from Ampere's circuital law and the solenoidal character of the magnetic field.

Employing a cylindrical coordinate system with the $z$ axis as the axis of the solenoid, let us assume that the magnetic field due to the solenoid has all three components $B_{r}, B_{\phi}$, and $B_{z}$. Because of the cylindrical symmetry and infinite length of the solenoid, all three components must be independent of $\phi$ and $z$. Thus $B_{r}, B_{\phi}$, and $B_{z}$ can be functions of $r$ only. Now, applyng (3-111) to a cylindrical box of radius $b$, length $l$ and coaxial with the solencid, as shown in Fig. 3.23(a), we have

$$
\begin{equation*}
\oint_{\text {face of the }} \mathbf{B} \cdot d \mathbf{S}=0 \tag{3-114}
\end{equation*}
$$

(a)


(b)

Fig. 3.23. For evaluating the magnetic field due to an infinitely long, uniformly wound solenoid using Ampere's circuital law and the solenoidal character of the magnetic field.

But


On the cylindrical surface,

$$
\begin{align*}
\mathbf{B} \cdot d \mathbf{S} & =\left[B_{r} \mathbf{i}_{r}+B_{\phi} \mathbf{i}_{\phi}+B_{z} \mathbf{i}_{z}\right]_{r=b} \cdot b d \phi d z \mathbf{i}_{r}=\left[B_{r}\right]_{r=b} b d \phi d z \\
\int \mathbf{B} \cdot d \mathbf{S} & =\int_{z=z}^{z+l} \int_{\phi=0}^{2 \pi}\left[B_{r}\right]_{r=b} b d \phi d z=2 \pi b l\left[B_{r}\right]_{r=b} \tag{3-1|16}
\end{align*}
$$

since $\left[B_{r}\right]_{r=b}$ is a constant.

On the upper plane surface,

$$
\begin{equation*}
\mathbf{B} \cdot d \mathbf{S}=\left(B_{r} \mathbf{i}_{r}+B_{\phi} \mathbf{i}_{\phi}+\mathbf{B}_{z} \mathbf{i}_{z}\right) \cdot r d r d \phi \mathbf{i}_{z}=B_{z}(r) r d r d \phi \tag{3-117a}
\end{equation*}
$$

On the lower plane surface

$$
\begin{equation*}
\mathbf{B} \cdot d \mathbf{S}=\left(B_{r} \mathbf{i}_{r}+B_{\phi} \mathbf{i}_{\phi}+B_{z} \mathbf{i}_{z}\right) \cdot\left(-r d r d \phi \mathbf{i}_{z}\right)=-B_{z}(r) r d r d \phi \tag{3-117b}
\end{equation*}
$$

We see from (3-117a) and (3-117b) that $\int \mathbf{B} \cdot d \mathbf{S}$ on the upper plane surface cancels exactly with $\int \mathbf{B} \cdot d \mathbf{S}$ on the lower plane surface since the integrands are equal and opposite and the limits of integration are the same. Thus

$$
\begin{equation*}
\oint_{\substack{\text { surface of the } \\ \text { cylindrical box }}} \mathbf{B} \cdot d \mathbf{S}=2 \pi b l\left[B_{r}\right]_{r=b} \tag{3-118}
\end{equation*}
$$

Comparing (3-118) and (3-114), we obtain the result that $\left[B_{r}\right]_{r=b}=0$. Since the radius $b$ can be chosen to be any value, it follows that

$$
B_{r}=0 \quad \text { for all } r
$$

Applying Ampere's circuital law to a circular path of radius $b$, as shown in Fig. 3.23(a) in the plane normal to the axis of the solenoid and centered at the axis of the solenoid, we have

$$
\begin{equation*}
\oint_{\substack{\text { circular } \\ \text { path }}} \mathbf{B} \cdot d \mathbf{l}=0 \tag{3-119}
\end{equation*}
$$

since the path does not enclose any current. But, along the circular path,

$$
\begin{align*}
\mathbf{B} \cdot d \mathbf{l} & =\left[B_{r} \mathbf{i}_{r}+B_{\phi} \mathbf{i}_{\phi}+B_{2} \mathbf{i}_{z}\right]_{r=b} \cdot b d \phi \mathbf{i}_{\phi}=\left[B_{\phi}\right]_{r=b} b d \phi \\
\oint \mathbf{B} \cdot d \mathbf{l} & =\int_{\phi=0}^{2 \pi}\left[B_{\phi}\right]_{r=b} b d \phi=2 \pi b\left[B_{\phi}\right]_{r=b} \tag{3-120}
\end{align*}
$$

since $\left[B_{\phi}\right]_{r=b}$ is a constant. Comparing (3-120) with (3-119), we obtain the result that $\left[B_{\phi}\right]_{r=b}=0$. Since the radius $b$ can be chosen to be any value, it follows that

$$
B_{\phi}=0 \quad \text { for all } r
$$

Thus the magnetic field due to the solenoid has only a $z$ component and we are now left with the task of finding this component.

Applying Ampere's circuital law for two rectangular paths cdefc and $c d e^{\prime} f^{\prime} c$ in the plane containing the solenoid axis, as shown in Fig. 3.23(a), we have

$$
\begin{equation*}
\oint_{\text {cdefc }} \mathbf{B} \cdot d \mathbf{l}=\oint_{\text {cdef } f^{\prime} c} \mathbf{B} \cdot d \mathbf{l}=\mu_{0} n I(c d) \tag{3-121}
\end{equation*}
$$

Since the three sides $c d, d e$, and $f c$ are common to the two rectangular paths, (3-121) gives us

$$
\begin{equation*}
\int_{e}^{f} \mathbf{B} \cdot d \mathbf{l}=\int_{e^{\prime}}^{f^{\prime}} \mathbf{B} \cdot d \mathbf{l} \tag{3-122}
\end{equation*}
$$

Along paths $e f$ and $e^{\prime} f^{\prime}$,

$$
\mathbf{B} \cdot d \mathbf{l}=\left[B_{r} \mathbf{i}_{r}+B_{\phi} \mathbf{i}_{\phi}+B_{z} \mathbf{i}_{z}\right] \cdot d z \mathbf{i}_{z}=B_{z} d z
$$

and since $B_{z}$ is independent of $z$, (3-122) yields

$$
\left[B_{z}\right]_{e f}(e f)=\left[B_{z}\right]_{e^{\prime} f^{\prime}}\left(e^{\prime} f^{\prime}\right)
$$

or

$$
\begin{equation*}
\left[B_{z}\right]_{e f}=\left[B_{z}\right]_{e^{\prime} f^{\prime}} \tag{3-123}
\end{equation*}
$$

Thus $B_{z}$ is independent of $r$ (in addition to $\phi$ and $z$ ) outside the solenoid. Similarly, by applying Ampere's circuital law to the two rectangular paths $c d e f c$ and $c^{\prime} d^{\prime} e f c^{\prime}$ in the plane containing the solenoid axis, we can show that $B_{z}$ is independent of $r$ (in addition to $\phi$ and $z$ ) inside the solenoid. Thus the values of $B_{z}$ both inside and outside the solenoid are constants. This requires that $B_{z}$ outside the solenoid be equal to zero since, if it is nonzero, the amount of magnetic flux outside the solenoid will be infinity and for this flux to return in the opposite direction inside the solenoid as shown in Fig. 3.23(b), the flux density inside the solenoid must be infinity. But then, if the flux density inside the solenoid is infinity and that outside the solenoid is finite, (3-121) cannot be satisfied. On the other hand, for a finite amount of flux inside the solenoid in one direction to return in the opposite direction outside the solenoid, it requires zero flux density outside the solenoid since the area of cross section outside the solenoid is infinity ( $\infty \times 0=$ nonzero). Thus we conclude that $B_{z}$ is zero outside the solenoid. It remains to evaluate $B_{z}$ inside the solenoid. To do this, we write (3-121) as

$$
\begin{equation*}
\int_{c}^{d} \mathbf{B} \cdot d \mathbf{l}+\int_{d}^{e} \mathbf{B} \cdot d l+\int_{e}^{f} \mathbf{B} \cdot d \mathbf{l}+\int_{f}^{c} \mathbf{B} \cdot d \mathbf{l}=\mu_{0} n I(c d) \tag{3-124}
\end{equation*}
$$

In (3-124),

$$
\begin{array}{ll}
\int_{c}^{d} \mathbf{B} \cdot d \mathbf{l}=\left[B_{z}\right]_{c d}(c d) \\
\int_{d}^{e} \mathbf{B} \cdot d \mathbf{l}=0 & \text { since } \mathbf{B} \text { is normal to the path } \\
\int_{e}^{f} \mathbf{B} \cdot d \mathbf{l}=0 & \text { since } \mathbf{B} \text { is zero outside the solenoid } \\
\int_{f}^{c} \mathbf{B} \cdot d \mathbf{l}=0 & \text { since } \mathbf{B} \text { is normal to the path } \tag{3-125~d}
\end{array}
$$

Substituting (3-125a)-(3-125d) into (3-124), we obtain

$$
\left[B_{z}\right]_{c d}(c d)=\mu_{0} n I(c d)
$$

or

$$
\begin{equation*}
\left[B_{z}\right]_{c d}=\mu_{0} n I \tag{3-126}
\end{equation*}
$$

The constant value of $B_{z}$ inside the solenoid is equal to $\mu_{0} n I$. Thus

$$
\mathbf{B}= \begin{cases}\mu_{0} n I \mathbf{i}_{z} & \text { inside the solenoid } \\ 0 & \text { outside the solenoid }\end{cases}
$$

which agrees with the result obtained in Example 3-5 by using the BiotSavart law. However, compared with Example 3-5, we have here obtained the solution in a conceptual manner, gaining in this process considerable insight into the properties of the magnetic field.

### 2.10 Summary and Further Discussion of Static Electric and Magnetic Field Laws and Formulas

Now that we have gained familiarity with the static magnetic field as well as the static electric field, it is worthwhile to list the basic laws governing the two fields and important formulas derived from them and make a few further comments. Accordingly, these laws and formulas are summarized in Table 3.1. Note that we have repeated Maxwell's equations at the end of the table. These equations pertain to the divergence and curl of the static electric and magnetic fields. We note from these equations that static vector fields, that is, vector fields independent of time, may be classified into four groups, depending on the values of their divergence and curl in the region of interest. These groups are as follows:
(a) Divergence of the field is not zero but its curl is zero. This represents a static electric field.
(b) Divergence of the field is zero but its curl is not zero. This represents a static magnetic field.
(c) Both divergence and curl of the field are zero. This represents either a static electric field in a charge-free region or a static magnetic field in a current-free region.
(d) Both divergence and curl of the field are not zero. Obviously, this represents a combination of the fields belonging to groups (a) and (b) and hence cannot be realized solely as a static electric field or solely as a static magnetic field.
In Table 3.2 we list the expressions for the electric and magnetic fields for two simple analogous pairs of source distributions: infinitely long line charge of uniform density versus infinitely long filamentary wire of current along the $z$ axis, and infinite sheet charge of uniform density versus infinite sheet current of uniform density. For each pair, the analogy between the two fields is obvious from the expressions: The magnitudes of the fields are proportional to each other whereas their directions are orthogonal. This analogy is actually more general than is indicated by these two cases. To illustrate this, let us consider a charge distribution of density $\rho(x, y)$ and a current distribution of density $\mathbf{J}=\boldsymbol{J}_{z}(x, y) \mathbf{i}_{z}$ such that

$$
\begin{equation*}
J_{z}(x, y)=k \rho(x, y) \tag{3-127}
\end{equation*}
$$

where $k$ is a proportionality constant. The electrostatic potential $V(x, y)$ corresponding to $\rho(x, y)$ and the magnetic vector potential $\mathbf{A}=A_{z}(x, y) \mathbf{i}_{z}$

TABLE 3.1. Summary of Basic Laws and Important Formulas Associated wth the Static Electric and Magnetic Fields

|  | Static Electric Field | Static Magnetic Field |
| :---: | :---: | :---: |
| Definition | $\mathbf{F}=q \mathbf{E}$ | $\mathbf{F}=q \mathrm{v} \times \mathbf{B}=I d \mathbf{l} \times \mathbf{B}$ |
| Experimental | Coulomb's law: | Ampere's law of force: |
| laws | $\mathbf{F}_{21}=\frac{Q_{1} Q_{2}}{4 \pi \epsilon_{0} R_{21}^{3}} \mathbf{R}_{21}$ | $\mathbf{F}_{21}=\frac{\mu_{0}}{4 \pi} \oint_{C_{1} C_{2}} \oint_{2} \frac{I_{2} d \mathbf{l}_{2} \times\left(I_{1} d \mathbf{l}_{1} \times \mathbf{R} \mathbf{1 1}_{1}\right)}{R_{21}^{3}}$ |
| Fields due to point sources | $\mathbf{E}=\frac{Q}{4 \pi \epsilon_{0} R^{3}} \mathbf{R}$ | $\mathbf{B}=\mu_{0} \frac{I d \mathbf{l} \times \mathbf{R}}{4 \pi R^{3}}$ |

Fields due to continuous source distributions:

| Line | $\mathbf{E}=\int_{C^{\prime}} \frac{\left[\rho_{L}\left(\mathbf{r}^{\prime}\right)\right]\left(\mathbf{r}-\mathbf{r}^{\prime}\right) d l^{\prime}}{4 \pi \epsilon_{0}\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|^{3}}$ | $\mathbf{B}=\int_{C^{\prime}} \frac{\mu_{0} I d \mathbf{l}^{\prime} \times\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{4 \pi\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|^{3}}$ |
| :--- | :--- | :--- |
| Surface | $\mathbf{E}=\int_{S^{\prime}} \frac{\left[\rho_{s}\left(\mathbf{r}^{\prime}\right)\right]\left(\mathbf{r}-\mathbf{r}^{\prime}\right) d S^{\prime}}{4 \pi \epsilon_{0}\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|^{3}}$ | $\mathbf{B}=\int_{S^{\prime}} \frac{\mu_{0} \mathbf{J} \mathbf{J}_{s}\left(\mathbf{r}^{\prime}\right) \times\left(\mathbf{r}-\mathbf{r}^{\prime}\right) d S^{\prime}}{4 \pi\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|^{3}}$ |
| Volume | $\mathbf{E}=\int_{V^{\prime}} \frac{\left[\rho\left(\mathbf{r}^{\prime}\right)\right]\left(\mathbf{r}-\mathbf{r}^{\prime}\right) d v^{\prime}}{4 \pi \epsilon_{0}\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|^{3}}$ | $\mathbf{B}=\int_{V^{\prime}} \frac{\mu_{0} \mathbf{J}\left(\mathbf{r}^{\prime}\right) \times\left(\mathbf{r}-\mathbf{r}^{\prime}\right) d v^{\prime}}{4 \pi\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|^{3}}$ |

Integral laws Gauss' law: Ampere's circuital law:
$\begin{array}{ll}\text { involving } \\ \text { sources }\end{array} \quad \oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{1}{\epsilon_{0}}\binom{$ charge }{ enclosed by $S} \oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\binom{$ current enclosed }{ by $C}$

Differential
laws involving
$\boldsymbol{\nabla} \cdot \mathbf{E}=\frac{\rho}{\epsilon_{0}}$
Conservative property:
$\oint_{C} \mathbf{E} \cdot d \mathbf{l}=0$
Differential $\quad \nabla \times \mathbf{E}=0$
laws independent
of sources
Potentials

Potentials
due to
point sources
Potentials due to continuous source distributions:

| Line | $V=\int_{C^{\prime}} \frac{\rho_{L}\left(\mathbf{r}^{\prime}\right) d l^{\prime}}{4 \pi \epsilon_{0}\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|}$ | $\mathbf{A}=\int_{C^{\prime}} \frac{\mu_{0} I d \mathbf{l}^{\prime}}{4 \pi \mid \mathbf{r}-\mathbf{r}^{\prime} \dagger}$ |
| :---: | :---: | :---: |
| Surface | $V=\int_{S^{\prime}} \frac{\rho_{s}\left(\mathbf{r}^{\prime}\right) d S^{\prime}}{4 \pi \epsilon_{0}\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|}$ | $\mathbf{A}=\int_{S^{\prime}} \frac{\mu_{0} \mathbf{J}_{s}\left(\mathbf{r}^{\prime}\right) d S^{\prime}}{\left.4 \pi \mid \mathbf{r}-\mathbf{r}^{\prime}\right\rceil}$ |
| Volume | $V=\int_{V^{\prime}} \frac{\rho\left(\mathbf{r}^{\prime}\right) d v^{\prime}}{4 \pi} \frac{\epsilon_{0}\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|}{}$ | $\mathbf{A}=\int_{V^{\prime}} \frac{\mu_{0} \mathbf{J}\left(\mathbf{r}^{\prime}\right) d v^{\prime}}{4 \pi\left\|\mathbf{r}-\mathbf{r}^{\prime}\right\|}$ |
| Differential equations for potentials | $\nabla^{2} V=-\frac{\rho}{\epsilon_{0}}$ | $\nabla^{\mathbf{2}} \mathbf{A}=-\mu_{0} \mathbf{J}$ |
| Maxwell's equations: |  |  |
| Divergence equation | $\nabla \cdot \mathbf{E}=\frac{\rho}{\epsilon_{0}}$ | $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ |
| Curl equation | $\boldsymbol{\nabla} \times \mathrm{E}=0$ | $\nabla \times \mathbf{B}=\mu_{0} \mathbf{J}$ |

TABLE 3.2. Electric and Magnetic Fields for Two Pairs of Analogous Source Distributions

| Electric Field | Magnetic Field |
| :--- | :---: |
| Infinitely long, straight line | Infinitely long, straight |
| charge of uniform density $\rho_{L 0}:$ | wire of current $I:$ |
| $\mathbf{E}=\frac{\rho_{L 0}}{2 \pi \epsilon_{0} r} \mathbf{i}_{r}$ | $\mathbf{B}=\frac{\mu_{0} I_{i}}{2 \pi r} \mathbf{i}_{\phi}$ |
| Infinite sheet charge of | Infinite sheet current of |
| uniform density $\rho_{s 0}:$ | uniform density $\mathbf{J}_{s 0}:$ |
| $\mathbf{E}=\frac{\rho_{s 0_{0}} \mathbf{i}_{n}}{2 \epsilon_{0}}$ | $\mathbf{B}=\frac{\mu_{0}}{2} \mathbf{J}_{s 0} \times \mathbf{i}_{n}$ |

corresponding to $J_{z}(x, y) \mathbf{i}_{z}$ satisfy the equations

$$
\begin{equation*}
\nabla^{2} V=-\frac{\rho}{\epsilon_{0}} \tag{3-128}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\nabla^{2} A_{z}\right) \mathbf{i}_{z}=-\mu_{0} J_{z} \mathbf{i}_{z}=-\mu_{0} k \rho \mathbf{i}_{z} \tag{3-129}
\end{equation*}
$$

respectively. Comparing (3-128) and (3-129), we have

$$
\begin{equation*}
A_{z}=k \mu_{0} \epsilon_{0} V \tag{3-130}
\end{equation*}
$$

We then obtain

$$
\begin{align*}
\frac{E}{B} & =\frac{|\nabla V|}{\left|\bar{\nabla} \frac{1}{\times A_{z}} \mathbf{i}_{2}\right|}=\frac{\left[(\partial V / \partial x)^{2}+(\partial V / \partial y)^{2}\right]^{1 / 2}}{\left[\left(\partial A_{z} / \partial x\right)^{2}+\left(\partial A_{z} / \partial y\right)^{2}\right]^{1 / 2}} \\
& =\frac{1}{k \mu_{0} \epsilon_{0}}\left[\frac{\left[(\partial V / \partial x)^{2}+(\partial V / \partial y)^{2}\right]^{1 / 2}}{\left[(\partial V / \partial x)^{2}+(\partial V / \partial y)^{2}\right]^{1 / 2}}=\frac{1}{k \mu_{0} \epsilon_{0}}\right. \tag{3-131}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{E} \cdot \mathbf{B} & =-\boldsymbol{\nabla} V \cdot\left(\boldsymbol{\nabla} \times A_{z} \mathbf{i}_{z}\right) \\
& =-\nabla V \cdot\left(\nabla \times k \mu_{0} \epsilon_{0} V \mathbf{i}_{z}\right) \\
& =-k \mu_{0} \epsilon_{0} \boldsymbol{\nabla} V \cdot\left(\boldsymbol{\nabla} \times V \mathbf{i}_{2}\right)  \tag{3-132}\\
& =-k \mu_{0} \epsilon_{0} \boldsymbol{\nabla} V \cdot\left(\nabla V \times \mathbf{i}_{z}+V \nabla \times \mathbf{i}_{z}\right) \\
& =-k \mu_{0} \epsilon_{0}\left[\nabla V \cdot \nabla V \times \mathbf{i}_{z}\right]=0
\end{align*}
$$

Thus, for analogous charge and current distributions which vary only in two dimensions $x$ and $y$ (or $r$ and $\phi$ in cylindrical coordinates) and with the current flow along the $z$ direction, the electric and magnetic fields are proportional in magnitude and orthogonal in direction. We will use this important result in chapter 6.

## PROBLEMS

3.1. An electron moving with a velocity $\mathbf{v}_{1}=\mathbf{i}_{x} \mathrm{~m} / \mathrm{sec}$ at a point in a magnetic fied experiences a force $\mathbf{F}_{1}=-e \mathbf{i}_{y} \mathrm{~N}$, where $e$ is the charge of the electron. If the electron is moving with a velocity $\mathbf{v}_{2}=\left(\mathbf{i}_{y}+\mathbf{i}_{z}\right) \mathrm{m} / \mathrm{sec}$ at the same point, it expeliences a force $\mathbf{F}_{2}=e i_{x} N$. Find the force the electron would experience if it were moving with a velocity $\mathbf{v}_{3}=\mathbf{v}_{1} \times \mathbf{v}_{2}$ at the same point.
3.2. A mass spectrograph is a device for separating charged particles having different masses. Consider two particles of the same charge $q$ but different masses $m_{1}$ and $m_{2}$ injected into the region of a uniform magnetic field $\mathbf{B}$ with a known velocity $\mathbf{v}$ normal to the magnetic field as shown in Fig. 3.24. Show that the particles are separated by a distance $d=\left|2\left(m_{2}-m_{1}\right) v\right| /|q \mathbf{B}|$ in the plane normal to the incident velocity.


Fig. 3.24. For Problem 3.2.
3.3. A magnetic field given by

$$
\mathbf{B}=\boldsymbol{B}_{0} \mathbf{i}_{z}
$$

where $B_{0}$ is a constant exists in the space between two parallel metallic plates of length $L$ as shown in Fig. 3.25. A small test charge $q$ having a mass $m$ enters the


Fig. 3.25. For Problem 3.3
region between the plates at $t=0$ with a velocity $\mathbf{v}=v_{0} \mathbf{i}_{y}$ as shown in the figure.
(a) Show that the path of the test charge between the plates is circular.
(b) Find the position $x_{L}$ along the $x$ direction and the velocity $\mathbf{v}_{L}$ of the test charge just after it emerges from the field region.
(c) Find the deflection $x_{d}$ undergone by the test charge along the $x$ direction at a distance $d$ from the plates in the $y$ direction.
3.4. In a region of magnetic field $\mathbf{B}=B_{0} \mathbf{i}_{z}$, where $B_{0}$ is a constant, an electron starts out at the origin with an initial velocity $\mathbf{v}_{0}=v_{x 0} \mathbf{i}_{x}+v_{y 0} \mathbf{i}_{y}+v_{z 0} \mathbf{i}_{z}$. Obtain the equations of motion of the electron and show that the path of the electron is a helix of radius $m \sqrt{v_{x 0}^{2}+v_{y 0}^{2}| | e B_{0} \mid}$ and pitch $2 \pi m\left|v_{z 0}\right| /\left|e B_{0}\right|$, where $e$ and $m$ are the charge and mass of the electron.
3.5. Find the current required to counteract the earth's gravitational force on a horizontal filamentary wire of length $l$ and mass $m$ and oriented in the east-west direction in a uniform magnetic field $\boldsymbol{B}_{0}$ directed northward. Compute the value of this current for a wire of length 1 meter and mass 30 grams situated in the earth's magnetic field at the magnetic equator assuming a value of $0.3 \times 10^{-4}$ $\mathrm{Wb} / \mathrm{m}^{2}$ for $B_{0}$.
3.6. A rigid loop of wire in the form of a square of sides $a \mathrm{~m}$ is hung by pivoting one side along the $x$ axis as shown in Fig. 3.26. The loop is free to swing about the pivoted side without friction. The mass of the wire is $m \mathrm{~kg} / \mathrm{m}$. If the wire is situated in a uniform magnetic field $\mathbf{B}=B_{0} \mathbf{i}_{z}$ and carries a current $I \mathrm{amp}$, find the angle by which the loop swings from the vertical.

Fig. 3.26. For Example 3.6

3.7. A rigid rectangular loop of wire carrying current $I \mathrm{amp}$ and symmetrically situated about the $z$ axis is in the $y z$ plane as shown in Fig. 3.27. If the loop is situated in a uniform magnetic field $\mathbf{B}$ and is free to swing about the $z$ axis, show that the torque acting on the loop is $I A\left(\mathbf{i}_{y} \cdot \mathbf{B}\right) \mathbf{i}_{z}$ where $A$ is the area of the loop.


Fig. 3.27. For Problem 3.7.
3.8. Show that the total force experienced by a current loop $C_{1}$ carrying current $I_{1}$ due to another current loop $C_{2}$ carrying current $I_{2}$ is equal and opposite to the total force experienced by the current loop $C_{2}$ due to the current loop $C_{1}$; that is, show that Newton's third law holds for current loops.
3.9. Two circular loops of radii 1 m carrying currents $I_{1}$ and $I_{2}$ amp are situated in the $z=0 \mathrm{~m}$ and $z=1 \mathrm{~m}$ planes, respectively, and with their centers on the $z$ axis, as shown in Fig. 3.28. Find the forces experienced by the current elements $I_{1} d \|_{1}$, $I_{2} d l_{2}$ and $I_{2} d l_{3}$ due to each other.


Fig. 3.28. For Problem 3.9.
3.10. Two square loops of sides $a \mathrm{~m}$ are placed parallel to each other and separated foy a distance $d \mathrm{~m}$ as shown in Fig. 3.29. If the currents carried by the loops are $I_{1}$ and $I_{2} \mathrm{amp}$, respectively, as shown in Fig. 3.29, find the force acting on one lorpp due to the second loop.
3.14. A circular loop of wire of radius $a$ lying in the $x y$ plane with its center at the origi $i_{1}$ carries a current $I$ in the $\phi$ direction. Find $\mathbf{B}$ at the point $(0,0, z)$. Verify you $\mathbf{r}$ answer by letting $z \rightarrow 0$.
3.15. A loop of wire lying in the $x y$ plane and carrying a current $I$ is in the shape of a regular polygon of $n$ sides inscribed in a circle of radius $a$ with its center at the origin. If the current flow is in the sense of the $\phi$ direction, find $\mathbf{B}$ at the poirit ( $0,0, z$ ). Verify your answer by letting $n \longrightarrow \infty$ and comparing the result with the answer to Problem 3.14.
3.16. A V-shaped filamentary wire with semi-infinitely long legs making an angle $\alpha$ att its vertex $P$ and lying in the plane of the paper carries a current $I \mathrm{amp}$ as shown in Fig. 3.31. Find $\mathbf{B}$ at a point distance $d$ directly above the vertex $P$. Verify your result by letting $\alpha \rightarrow \pi$.


Fig. 3.31. For Problem 3.16.
3.17. Two circular loops of filamentary wire each of radius $a$ and with their centers on the $z$ axis are situated parallel to and symmetrically about the $x y$ plane with the separation equal to $2 b$ as shown in Fig. 3.32. The loops carry a current of $I \mathrm{amp}$ each in the $\phi$ direction. (a) Obtain the expression for $\mathbf{B}$ at a point on the $z$ axds. (b) Show that if $b=a / 2$, the first three derivatives of $\mathbf{B}$ evaluated at the origin are equal to zero.


Fig. 3.32. For Problem 3.17.
3.18. A finitely long, uniformly wound solenoid of radius $a$, consisting of $n$ turns per unit length and carrying a current $I$ in the $\phi$ direction, lies between $z=-L_{1}$ and $z=L_{2}$ with the $z$ axis as its axis. Find $\mathbf{B}$ at a point $(0,0, z)$. Verify your answer by letting $L_{1}$ and $L_{2} \rightarrow \infty$.

Fig. 3.29. For Problem 3.10.

3.11. An infinitely long straight wire carrying current $I_{1}$ amp is situated in the plane of and parallel to one side of a rectangular loop of wire carrying current $I_{2}$ amp as shown in Fig. 3.30. Evaluate independently the force experienced by the infinitely long wire due to the magnetic field of the rectangular loop of wire and the force experienced by the rectangular loop of wire due to the magnetic field of the infinitely long wire.

Fig. 3.30. For Problem 3.11.

3.12. Four infinitely long, straight filamentary wires occupy the lines $x=0, y=0$; $x=1, y=0 ; x=1, y=1$ and $x=0, y=1$. Each wire carries a current of value 1 amp in the $z$ direction.
(a) Find the force experienced per unit length of each wire.
(b) Find the magnetic flux density at the point $(2,2,0)$.
(c) Find the magnetic flux density at the point $(0,2,0)$.
3.13. Two identical rigid filamentary wires, each of length $l$ and weight $W$, are suspended horizontally from the ceiling by long weightless threads, each of length $L$. The wires are arranged to be parallel and separated by a distance $d$, where $d$ is very small compared to $l$ and $L$. A current $I \mathrm{amp}$ is passed through both wires through flexible connections so as to cause the wires to be attracted towards each other. If the current is gradually increased from zero, the wires will gradually approach each other. A condition may be reached at which any further increase of current will cause the wires to swing and touch each other. Determine the critical current at which this would happen.
3.19. A filamentary wire closely wound in the form of a spiral in the $x y$ plane, starting at the origin and ending at radius $a$, carries a current $I$ in the $\phi$ direction. Consider the turn density $n$ to be an arbitrary function of $r$ and show that the magnetic flux density at a point $(0,0, z)$ is given by

$$
\mathbf{B}=\frac{\mu_{0} I}{2} \int_{r=0}^{a} \frac{n r^{2} d r}{\left(r^{2}+z^{2}\right)^{3 / 2} \mathbf{i}_{z}}
$$

Evaluate $\mathbf{B}$ for the following turn density distributions:
(a) $n=n_{0}$
(b) $n=\frac{n_{0}}{r}$
(c) $n=\frac{n_{0}}{\mu^{2}}$
where $n_{0}$ is a constant.
320 . A filamentary wire carrying a current $I$ is closely wound on the surface of a sphere of radius $a$ and centered at the origin. The winding starts at $(0,0, a)$ and ends at $(0,0,-a)$ with the turns in the planes normal to the $z$ axis and carrying current in the $\phi$ direction. Consider the turn density to be an arbitrary function of $\theta$ and show that the magnetic flux density at a point $(0,0, z)$ is given by

$$
\mathbf{B}=\frac{\mu_{0} I a^{3}}{2} \int_{\theta=0}^{\pi} \frac{n \sin ^{2} \theta d \theta}{\left[a^{2}+z^{2}-2 a z \cos \theta\right]^{3 / 2}} \mathbf{i}_{z}
$$

Evaluate $\mathbf{B}$ both for $|z|<a$ and for $|z|>a$ for the following turn density distributions:
(a) $n=n_{0} \sin \theta$
(b) $n=n_{0} / \sin \theta$
where $n_{0}$ is a constant.
3 21. Two infinitely long, straight filamentary wires situated parallel to the $z$ axis and passing through $(d / 2,0,0)$ and $(-d / 2,0,0)$, respectively, carry currents $I$ in the $+z$ and $-z$ directions, respectively. The arrangement is known as a two-dimensional magnetic dipole in contrast to the three-dimensional magnetic dipole consisting of a circular loop of current. (a) Obtain the magnetic flux density due to the twodimensional magnetic dipole in the limit that $d \rightarrow 0$, keeping the dipole moment Id constant. (b) Find and sketch the direction lines of the magnetic flux density.
3.2 2. Two infinitely long, straight filamentary wires situated parallel to the $z$ axis and passing through $(d / 2,0,0)$ and $(-d / 2,0,0)$ carry currents $I_{1}$ and $I_{2}$, respectively, in the $z$ direction. Show that the equation for the direction lines of the magnetic flux density is

$$
I_{1} \ln \left[\left(x+\frac{d}{2}\right)^{2}+y^{2}\right]+I_{2} \ln \left[\left(x-\frac{d}{2}\right)^{2}+y^{2}\right]=\text { constant }
$$

Obtain and sketch the direction lines for the following cases:
(a) $I_{1}=I_{2}=I_{0}$
(b) $I_{1}=I_{0}, I_{2}=-I_{0}$
3.23. Two circular loops of filamentary wire, each of radius $a$ and with their centers on the $z$ axis, are situated parallel to and symmetrically about the $x y$ plane with the separation equal to $2 d$. The loops carry currents of $I$ amp each in opposite
directions. Such an arrangement is known as the magnetic quadrupole. Obtain tle magnetic flux density due to the magnetic quadrupole at distances from the orign large compared to $a$ and $d$, at points along (a) the $z$-axis and (b) in the $x y$ plan:.
3.24. A sheet of surface current flowing in the $z$ direction occupies the portion of the $y=0$ plane lying between $x=-a$ and $x=+a$. Consider the $z$-directed surface current density $\mathbf{J}_{s}$ to be an arbitrary function of $x$ and show that the components of the magnetic flux density at a point $(0,0, y)$ are given in cartesian coordinates by

$$
\begin{aligned}
& B_{x}=-\frac{\mu_{0} y}{2 \pi} \int_{x=-a}^{a} \frac{J_{s} d x}{\left(x^{2}+y^{2}\right)} \\
& B_{y}=-\frac{\mu_{0}}{2 \pi} \int_{x=-a}^{a} \frac{J_{s} x d x}{\left(x^{2}+y^{2}\right)} \\
& B_{z}=0
\end{aligned}
$$

Evaluate the field components for the following surface current density distributions:
(a) $\mathbf{J}_{s}=J_{s 0} \mathbf{i}_{z}$
(b) $\mathbf{J}_{s}=J_{s 0}\left(\left.1-\frac{|x|}{a} \right\rvert\,\right) \mathbf{i}_{z}$
(c) $\mathbf{J}_{s}=J_{s 0} \frac{x}{a} \mathbf{i}_{z}$
where $J_{s 0}$ is a constant.
3.25. Current flows on the $x y$ plane radially away from the origin with density given by

$$
\mathbf{J}_{s}=\frac{I}{2 \pi r} \mathbf{i}_{r} \mathrm{amps} / \mathrm{m}
$$

Show that the magnetic flux density at any point above the $x y$ plane is the same as that which would be produced by a filamentary wire along the negative $z$ axis carrying current $I$ from the origin to $z=-\infty$. Show also that the magnetic flux density at any point below the $x y$ plane is the same as that which would be produced by a filamentary wire along the positive $z$ axis carrying current $I$ from the origin to $z=\infty$.
3.26. Current flows in the $z$ direction in an infinite slab of thickness $2 a$ symmetrically placed about the $x z$ plane. Consider the $z$-directed current density $\mathbf{J}$ to be uniform in $x$ but not necessarily in $y$ and show that the magnetic flux density at any pojint ( $x, y, z$ ) has only an $x$ component given by

$$
B_{x}= \begin{cases}-\frac{\mu_{0}}{2^{-}} \int_{y=-a}^{a} J d y & y>a \\ \frac{\mu_{0}}{2^{2}}\left(\int_{y=y}^{a} J d y-\int_{y=-a}^{y} J d y\right) & -a<y<a \\ \frac{\mu_{0}}{2^{-}} \int_{y=-a}^{a} J d y & y<-a\end{cases}
$$

Evaluate $B_{x}$ as a function of $y$ for $-\infty<y<\infty$ for the following current distributions:
(a) $\mathbf{J}=J_{0} \mathbf{i}_{z} \quad-a<y<a$
(b) $\mathbf{J}=\left\{\begin{array}{lr}J_{0} \mathbf{i}_{z} & -a<y<0 \\ -J_{0} \mathbf{i}_{z} & 0<y<a\end{array}\right.$
(c) $\mathbf{J}=|y| \mathbf{i}_{z} \quad-a<y<a$
(d) $\mathbf{J}=y \mathbf{i}_{z} \quad-a<y<a$
where $J_{0}$ is a constant. Discuss your results from considerations of symmetry.
3.27. Current flows in the axial direction in an infinitely long cylinder of radius $a$ having the $z$ axis as its axis. Consider the $z$-directed current density $\mathbf{J}$ to be uniform in $\phi$ but an arbitrary function of $r$ and show that the magnetic flux density is given by

$$
\mathbf{B}=\frac{\mu_{0}}{r} \int_{r=0}^{r} J r d r \mathbf{i}_{\phi}
$$

Evaluate $\mathbf{B}$ for the following current density distributions:
(a) $\mathbf{J}=J_{0} \mathbf{i}_{z}$,
$0<r<a$
(b) $\mathbf{J}=\left\{\begin{array}{l}0 \\ J_{0} \mathbf{i}_{2} \\ 0\end{array}\right.$
$0<r<a$
(c) $\mathbf{J}=J_{0}\left(\frac{r}{a}\right)^{n} \mathbf{i}_{2}, n \geq 1$
$a<r<b$
$b<r<\infty$
where $J_{0}$ is a constant.
3.28. An infinitely long straight filamentary wire occupying the $z$ axis carries current $I$ amp in the $z$ direction. Evaluate $\int \mathbf{B} \cdot d \mathbf{l}$ for the following paths:
(a) From $(1,0,0)$ to $\left(0, \frac{1}{2}, 0\right)$ along the path $x+2 y=1, z=0$.
(b) From $(2,0,0)$ to $(1,1,1)$ along a straight line path.

Check your answers from considerations of symmetry and Ampere's circuital law in integral form.
3.29. Using Ampere's circuital law in integral form, obtain the magnetic flux densities due to the following volume current distributions in cartesian coordinates:
(a) $\mathbf{J}=\left\{\begin{array}{l}J_{0} \mathbf{i}_{2} \\ 0\end{array}\right.$
$|y|<a$
$|y|>a$
(b) $\mathbf{J}= \begin{cases}J_{0} \mathbf{i}_{z} & -a<y<0 \\ -J_{0} \mathbf{i}_{z} & 0<y<a\end{cases}$
(c) $\mathbf{J}= \begin{cases}|y| \mathbf{i}_{z} & |y|<a \\ 0 & |y|>a\end{cases}$
(d) $\mathbf{J}= \begin{cases}\boldsymbol{i d}_{2} & |y|<a \\ 0 & |y|>a\end{cases}$
(e) $\mathbf{J}= \begin{cases}(a-|y|) \mathbf{i}_{2} & |y|<a \\ 0 & |y|>a\end{cases}$
where $J_{0}$ is a constant.
3.30. Using Ampere's circuital law in integral form, obtain the magnetic flux densities due to the following volume current distributions in cylindrical coordinates:
(a) $\mathbf{J}=\left\{\begin{array}{l}0 \\ J_{0} \mathbf{i}_{z} \\ 0\end{array}\right.$

$$
\begin{aligned}
& 0<r<a \\
& a<r<b \\
& b<r<\infty
\end{aligned}
$$

(b) $\mathbf{J}= \begin{cases}J_{0}\left(\frac{r}{a}\right)^{n} \mathbf{i}_{z}, n \geq 1 & 0<r<a \\ 0 & a<r<\infty\end{cases}$
(c) $\mathbf{J}= \begin{cases}\frac{I}{\pi a^{2}} \mathbf{i}_{2} & 0<r<a \\ 0 & a<r<b \\ -\frac{I}{\pi\left(c^{2}-b^{2}\right)^{2}} \mathbf{i}_{z} & b<r<c \\ 0 & c<r<\infty\end{cases}$
where $J_{0}$ and $I$ are constants.
3.31. Using Ampere's circuital law in integral form, obtain the magnetic flux densities due to the following surface current distributions:
(a) $\mathbf{J}_{s}=\left\{\begin{array}{ll}J_{s 0} \mathbf{i}_{2} & \begin{array}{l}y=a \\ -J_{s 0} \mathbf{i}_{z}\end{array} \\ y=-a\end{array}\right\}$ cartesian coordinates
(b) $\mathrm{J}_{s}=J_{s 0} \mathbf{i}_{z} \quad r=a \quad$ cylindrical coordinates
(c) $\mathbf{J}_{s}=\left\{\begin{array}{ll}J_{s 0} \mathbf{i}_{2} & r=a \\ -J_{s 0} \frac{a}{b} \mathbf{i}_{z} & r=b\end{array}\right\}$ cylindrical coordinates
where $J_{s 0}$ is a constant.
3.32. A toroid with a circular cross section is formed by rotating about the $z$ axis the circle of radius $a(<b)$ in the $x z$ plane and centered at $(b, 0,0)$ as shown in Fig. 3.33. A filamentary wire carrying current $I$ is closely wound around the toroid uniformly with $n$ turns per unit length along the mean circumference. Using Ampere's circuital law in integral form, find the magnetic field both inside and outside the toroid.


Fig. 3.33. For Problem 3.32.
3.33. Current $I \mathrm{amp}$ flows in a filamentary wire along the $z$ axis from $z=\infty$ to $z=a$ and then to the point $z=-a$ via a spherical surface of radius $a$ centered at the origin, continuing on to $z=-\infty$ along a filamentary wire from $z=-a t_{0}$ $z=-\infty$. The surface current density on the spherical surface is given by

$$
\mathbf{J}_{s}=\frac{I}{2 \pi a \sin \theta^{\mathbf{i}_{\theta}} \mathrm{amp} / \mathrm{m}}
$$

Using Ampere's circuital law in integral form, find B both inside and outside the sphere of radius $a$.
3.34. Current flows axially with uniform density $J_{0} \mathrm{amp} / \mathrm{m}^{2}$ in the region between two infinitely long, parallel cylindrical surfaces of radii $a$ and $b(<$ a) and with their axes separated by a distance $c(<a-b)$ as shown in Fig. 3.34. Find the magnetic flux density in the current-free region inside the cylindrical surface of radius $b$.


Fig. 3.34. For Problem 3.34.
3.35. Verify your answers to Problem 3.29 by using Ampere's circuital law in differential form.
3.36. Verify your answers to Problem 3.30 by using Ampere's circuital law in differential form.
3.37. For each of the following magnetic fields, find the current distribution which produces the field, using Ampere's circuital law in differential form:
(a) $\left.\mathbf{B}=\left\{\begin{array}{ll}\mu_{0} J_{s 0_{0}} \mathbf{i}_{x} & -\infty<y<0 \\ \frac{\mu_{0} J_{s} 0_{x}}{3} \mathbf{i}_{x} & 0<y<a \\ -\mu_{0} J_{s 0} \mathbf{i}_{x} & a<y<\infty\end{array}\right\} \begin{array}{ll}\mu_{0} \\ \mu_{0} J_{0} r \mathbf{i}_{\phi} & 0<r<a \\ \mu_{0} J_{0} \frac{a^{3}}{r} \mathbf{i}_{\phi} & a<r<b \\ 0 & b<r<\infty\end{array}\right\}$ cartesian
(b) $\mathbf{B}=\begin{aligned} & \text { coordinates }\end{aligned}$
(c) $\mathbf{B}=\left\{\begin{array}{ll}\mu_{0} J_{s 0}\left(\cos \theta \mathbf{i}_{r}-\sin \theta \mathbf{i}_{\theta}\right) & 0<r<a \\ \frac{\mu_{0} J_{s 0}}{2}\left(\frac{a}{r}\right)^{3}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) & a<r<\infty\end{array}\right\}$ spherical
coordinates where $J_{s 0}$ and $J_{0}$ are constants.
3.38. A surface current of density $\mathbf{J}_{s} \mathrm{amp} / \mathrm{m}$ occupies the plane surface $y=y_{0}$. Show that

$$
\boldsymbol{\nabla} \times \mathbf{B}=\mu_{0} \mathbf{J}_{s} \delta\left(y-y_{0}\right)
$$

3.39. A surface current of density $\mathbf{J}_{s} \mathrm{amp} / \mathrm{m}$ occupies the cylindrical surface Show that

$$
\boldsymbol{\nabla} \times \mathbf{B}=\mu_{0} \mathbf{J}_{s} \delta\left(r-r_{0}\right)
$$

3.40. An infinitely long filamentary wire carrying current $I \mathrm{amp}$ in the $z$ directio is situated parallel to the $z$ axis and passes through the point $\left(r_{0}, \phi_{0}\right)$ in the $z=0$ plane. Show that

$$
\mathbf{\nabla} \times \mathbf{B}=\mu_{0} I \frac{\delta\left(r-r_{0}\right) \delta\left(\phi-\phi_{0}\right)}{r_{0}} \mathbf{i}_{z}
$$

3.41. Obtain the magnetic vector potential at an arbitrary point due to a finitely lang, straight filamentary wire lying along the $z$ axis between $z=-a$ and $z=+a$ and carrying a current $I \mathrm{amp}$ in the $+z$ direction. Then evaluate $\mathbf{B}$ by performing the curl operation on the magnetic vector potential and compare the result with (3-27).
3.42. Two infinitely long, straight filamentary wires situated parallel to the $z$ axis and passing through $(d / 2,0,0)$ and $(-d / 2,0,0)$, respectively, carry currents $I$ in the $+z$ and $-z$ directions, respectively. (a) Obtain the magnetic vector potential $\mathbf{A}$. (b) Find $\mathbf{A}$ in the limit that $d \longrightarrow 0$, keeping Id constant. (c) Evaluate the curl of A found in part (b) and compare with the result of Problem 3.21.
3.43. For the magnetic dipole of Fig. 3-9, obtain the vector potential at distances very large from the dipole compared to the radius $a$. Find the magnetic flux density by performing the curl operation on the vector potential.
3.44. For the magnetic quadrupole arrangement of Problem 3.23, obtain the magnetic vector potential at distances from it large compared to the dimensions of the quadrupole. Then find $\mathbf{B}$ by evaluating the curl of the magnetic vector potential and verify the results for the special cases of Problem 3.23.
3.45. For the volume current distributions specified in Problem 3.29, obtain the magnetic vector potentials.
3.46. For the volume current distributions specified in Problem 3.30, obtain the magnetic vector potentials.
3.47. For the following surface current distributions, obtain the magnetic vector potentials:
(a) $\mathbf{J}_{s}=\left\{\begin{array}{ll}J_{s 0} \mathbf{i}_{z} & y=a \\ -J_{s 0} \mathbf{i}_{z} & y=-a\end{array}\right\}$ cartesian coordinates
(b) $\mathbf{J}_{s}=\left\{\begin{array}{ll}J_{s 0} \mathbf{i}_{z} & r=a \\ -J_{s 0} \frac{a}{b} \mathbf{i}_{z} & r=b\end{array}\right\}$ cylindrical coordinates
where $J_{s 0}$ is a constant.
3.48. For each of the arrangements of current loops shown in Fig. 3.35, find the magretic vector potential at distances very far from the loop.
3.49. For the spirally wound filamentary wire of Problem 3.19, show that the magretic dipole moment $\mathbf{m}$ is given by

$$
\mathbf{m}=\pi I\left(\int_{r=0}^{a} n r^{2} d r\right) \mathbf{i}_{z}
$$

Evaluate $m$ and hence $\mathbf{A}$ at large distances from the spiral for each of the three cases specified in Problem 3.19.


Fig. 3.35. For Problem 3.48.
350. For the filamentary wire wound on the surface of a sphere as specified in Problem 3.20, show that the magnetic dipole moment $m$ is given by

$$
\mathbf{m}=\pi a^{3} I\left(\int_{\theta=0}^{\pi} n \sin ^{2} \theta d \theta\right) \mathbf{i}_{\mathbf{z}}
$$

Evaluate $\mathbf{m}$ and hence $\mathbf{A}$ at large distances from the sphere for each of the two cases listed in Problem 3.20.
3.51. A spherical volume charge of radius $a \mathrm{~m}$ and having uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ and centered at the origin spins about the $z$ axis with constant angular velocity $\omega_{0}$ in the $\phi$ direction. Obtain the magnetic vector potential due to the spinning sphere of charge at distances from the origin large compared to $a$.
3.52. Show that the magnetic flux enclosed by a closed path $C$ in a magnetic field $\mathbf{B}$ is equal to $\oint_{C} \mathbf{A} \cdot d \mathrm{l}$, where $\mathbf{A}$ is the magnetic vector potential corresponding to $\mathbf{B}$. Use this result to find the magnetic flux enclosed by the rectangular loop of Fig. 3.30 due to the current flowing in the infinitely long wire. Check your answer by evaluating $\int_{S} \mathbf{B} \cdot d \mathbf{S}$, where $S$ is the surface bounded by the rectangular loop.
3.53. Show that, if $\mathbf{A}=A_{z} \mathbf{i}_{z}$, where $A_{z}$ is independent of $z$, the direction lines of $\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A}$ are the cross sections of the constant $|\mathbf{A}|$ surfaces in the $z=$ constant plane. Use this result to find and sketch the direction lines of the magnetic flux density due to the infinitely long, filamentary wire-pair arrangement of Problem 3.42.
3.54. Determine if the following fields are realizable as magnetic fields:
(a) $\mathbf{A}=\frac{1}{y^{2}}\left(\mathrm{i}_{x}-x \mathrm{i}_{y}\right)$
(b) $\mathbf{B}=\frac{1}{r^{n}} \mathbf{i}_{\phi}$
(c) $\mathbf{C}=\left(1+\frac{1}{r^{2}}\right) \cos \phi \mathbf{i}_{r}-\left(1-\frac{1}{r^{2}}\right) \sin \phi \mathrm{i}_{\phi}$
(d) $\mathbf{D}=\left(1+\frac{2}{r^{3}}\right) \cos \theta \mathbf{i}_{r}-\left(1-\frac{1}{r^{3}}\right) \sin \theta \mathbf{i}_{\theta}$

## cartesian coordinates

 cylindrical coordinates cylindrical coordinates spherical coordinates3.55. For the following current distributions, start with the assumption that all thr:e components of $\mathbf{B}$ exist and use Ampere's circuital law and the solenoidal natue of the magnetic field to eliminate some components and evaluate the remainitg components:
(a) Infinite sheet of current with uniform density.
(b) Surface current flowing axially with uniform density along an infinitely log cylinder.
3.56. Make use of the solenoidal character of the magnetic field to find the radial derivative of the magnetic flux density due to a circular loop of current $I$ at a point on its axis.
3.57. In Sec. 3-10, we classified static vector fields into four groups. Determine to whith of the four groups does each of the following fields belong:
(a) $\mathbf{A}=x \mathbf{i}_{x}+y \mathbf{i}_{y}$
(b) $\mathbf{B}=x y \mathbf{i}_{x}+y z \mathbf{i}_{y}+z x \mathbf{i}_{z}$
(c) $\mathbf{C}=\left(x^{2}-y^{2}\right) \mathbf{i}_{x}-2 x y \mathbf{i}_{y}+4 \mathbf{i}_{z}$
(d) $\mathbf{D}=\frac{e^{-r}}{r} \mathbf{i}_{\phi}$, cylindrical coordinates
(e) $\mathbf{E}=\frac{\cos \phi}{r^{2}} \mathbf{i}_{r}+\frac{\sin \phi}{r^{2}} \mathbf{i}_{\phi}$, cylindrical coordinates
3.58. From the examples and problems of Chapters 2 and 3, identify and prepare a table of analogous pairs of charge and current distributions which vary only in two dimensions $x$ and $y$ (or $r$ and $\phi$ ) and with the current flow in the $z$ direction. List the expressions for the corresponding electric and magnetic fields and demonstrate that the fields are proportional in magnitude and orthogonal in direction.

## 4

## THE ELECTROMAGNETIC FIELD

In Chapter 2 we studied the static or time-independent electric field in free space. We introduced Maxwell's equations for the static electric field gradually from the experimental law of Coulomb concerning the force between two charges. In Chapter 3 we studied the static or time-independent magnetic field in free space. We introduced Maxwell's equations for the static magnetic field gradually from the experimental law of Ampere concerning the force between two current loops. In this chapter we will study time-varying electric and magnetic fields. We will learn that Maxwell's curl equations for the static electric and magnetic fields have to be modified for time-varying fields in accordance with an experimental law of Faraday and a purely mathematical contribution of Maxwell. When these modifications are made, we will find that the time-varying electric and magnetic fields are coupled; that is, they are interdependent and hence the name "electromagnetic field." As in the case of Chapters 2 and 3, we will in this chapter be concerned with the electromagnetic field in free space only.

### 4.1 The Lorentz Force Equation

In Section 2.1 we introduced the electric field concept in terms of a force field acting upon charges, whereas in Section 3.1 we introduced the magnetic field concept, also in terms of a force field acting upon charges but only when they are in motion. If an electric field $\mathbf{E}$ as well as a magnetic field $\mathbf{B}$ exist in a region, then the force $\mathbf{F}$ experienced by a test charge $\boldsymbol{q}$ moving
with velocity $\mathbf{v}$ is simply the sum of the electric and magnetic forces given ty (2-2) and (3-1), respectively. Thus

$$
\begin{equation*}
\mathbf{F}=q \mathbf{E}+q \mathbf{v} \times \mathbf{B}=q(\mathbf{E}+\mathbf{v} \times \mathbf{B}) \tag{4-}
\end{equation*}
$$

Equation (4-1) is known as the Lorentz force equation, and the force given by it is known as the Lorentz force. For a continuous charge distribution of density $\rho$ moving with a velocity $\mathbf{v}$, we can define a force per unit volum:, f. Considering an infinitesimal volume $d v$, we then have

$$
\mathbf{f} d v=\rho d v(\mathbf{E}+\mathbf{v} \times \mathbf{B})=(\rho \mathbf{E}+\mathbf{J} \times \mathbf{B}) d v
$$

or

$$
\begin{equation*}
\mathbf{f}=\rho \mathbf{E}+\mathbf{J} \times \mathbf{B} \tag{?}
\end{equation*}
$$

where $\mathbf{J}=\rho \mathbf{v}$ is the volume current density.
Example 4-1. A test charge $q \mathbf{C}$, moving with a velocity $\mathbf{v}=\left(\mathbf{i}_{x}+\mathbf{i}_{y}\right) \mathrm{m} / \mathrm{sec}$, experiences no force in a region of electric and magnetic fields. If the magnefic flux density $\mathbf{B}=\left(\mathbf{i}_{x}-2 \mathbf{i}_{z}\right) \mathrm{Wb} / \mathrm{m}^{2}$, find $\mathbf{E}$.

From (4-1), the electric field intensity $\mathbf{E}$ must be equal to $-\mathbf{v} \times \mathbf{B}$ for the charge to experience no force. Thus

$$
\begin{aligned}
\mathbf{E} & =-\left(\mathbf{i}_{x}+\mathbf{i}_{y}\right) \times\left(\mathbf{i}_{x}-2 \mathbf{i}_{z}\right) \\
& =\left(2 \mathbf{i}_{x}-2 \mathbf{i}_{y}+\mathbf{i}_{z}\right) \text { volts } / \mathrm{m}
\end{aligned}
$$

Example 4-2. A region is characterized by crossed electric and magnetic fields, $\mathbf{E}=E_{0} \mathbf{i}_{y}$ and $\mathbf{B}=B_{0} \mathbf{i}_{z}$ as shown in Fig. 4.1, where $E_{0}$ and $B_{0}$ are constan|ts. A small test charge $q$ having a mass $m$ starts from rest at the origin at $t=0$. We wish to obtain the parametric equations of motion of the test charge.

The force exerted by the crossed electric and magnetic fields on the test charge is

$$
\mathbf{F}=q(\mathbf{E}+\mathbf{v} \times \mathbf{B})=q\left[E_{0} \mathbf{i}_{y}+\left(v_{x} \mathbf{i}_{x}+v_{y} \mathbf{i}_{y}+v_{z} \mathbf{i}_{z}\right) \times\left(B_{0} \mathbf{i}_{z}\right)\right]
$$

The equations of motion of the test charge can therefore be written as

Fig. 4.1. A region of crossed electric and magnetic fields.

$$
\begin{align*}
& \frac{d v_{x}}{d t}=\frac{q B_{0}}{m} v_{y}  \tag{4-4a}\\
& \frac{d v_{y}}{d t}=-\frac{q B_{0} v_{x}}{m}+\frac{q}{m} E_{0}  \tag{4-4b}\\
& \frac{d v_{z}}{d t}=0 \tag{4-4c}
\end{align*}
$$

Eliminating $v_{y}$ from (4-4a) and (4-4b), we have

$$
\begin{equation*}
\frac{d^{2} v_{x}}{d t^{2}}+\left(\frac{q B_{0}}{m}\right)^{2} v_{x}=\left(\frac{q}{m}\right)^{2} B_{0} E_{0} \tag{4-5}
\end{equation*}
$$

The solution for (4-5) is

$$
\begin{equation*}
v_{x}=\frac{E_{0}}{B_{0}}+C_{1} \cos \omega_{c} t+C_{2} \sin \omega_{c} t \tag{4-6}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants and $\omega_{c}=q B_{0} / m$. Substituting (4-6) into (4-4a), we obtain

$$
\begin{equation*}
v_{y}=-C_{1} \sin \omega_{c} t+C_{2} \cos \omega_{c} t \tag{4-7}
\end{equation*}
$$

Using initial conditions given by

$$
v_{x}=v_{y}=0 \quad \text { at } t=0
$$

to evaluate $C_{1}$ and $C_{2}$ in (4-6) and (4-7), we obtain

$$
\begin{align*}
& v_{x}=\frac{E_{0}}{B_{0}}-\frac{E_{0}}{B_{0}} \cos \omega_{c} t  \tag{4-8}\\
& v_{y}=\frac{E_{0}}{B_{0}} \sin \omega_{c} t \tag{4-9}
\end{align*}
$$

Integrating (4-8) and (4-9) with respect to $t$, we have

$$
\begin{align*}
& x=\frac{E_{0}}{B_{0}} t-\frac{E_{0}}{\omega_{c} B_{0}} \sin \omega_{c} t+C_{3}  \tag{4-10}\\
& y=-\frac{E_{0}}{\omega_{c} B_{0}} \cos \omega_{c} t+C_{4} \tag{4-11}
\end{align*}
$$

Using initial conditions given by

$$
x=y=0 \quad \text { at } t=0
$$

to evaluate $C_{3}$ and $C_{4}$ in (4-10) and (4-11), we obtain

$$
\begin{align*}
& x=\frac{E_{0}}{B_{0}} t-\frac{E_{0}}{\omega_{c} B_{0}} \sin \omega_{c} t=\frac{E_{0}}{\omega_{c} B_{0}}\left(\omega_{c} t-\sin \omega_{c} t\right)  \tag{4-12}\\
& y=-\frac{E_{0}}{\omega_{c} B_{0}} \cos \omega_{c} t+\frac{E_{0}}{\omega_{c} B_{0}}=\frac{E_{0}}{\omega_{c} B_{0}}\left(1-\cos \omega_{c} t\right) \tag{4-13}
\end{align*}
$$

Equation (4-4c), together with the initial conditions $v_{z}=0$ and $z=0$ at $t=0$, yields a solution

$$
\begin{equation*}
z=0 \tag{4-14}
\end{equation*}
$$



Fig. 4.2. Path of a test charge $q$ in crossed electric and magnetic fields $\mathbf{E}=\boldsymbol{E}_{0} \mathbf{i}_{\nu}$ and $\mathbf{B}=B_{0} \mathbf{i}_{2}$.

The equations of motion of the test charge in the crossed electric and magnetic field region are thus given by (4-12), (4-13), and (4-14). These equations represent a cycloid in the $z=0$ plane, as shown in Fig. 4.2.

### 4.2 Faraday's Law in Integral Form

We learned in Section 2.2 that Coulomb's experiments demonstrated that charges at rest experience forces as given by Coulomb's law, leading to the interpretation of an electric field set up by charges at rest. Similarly, we learned in Section 3.3 that Ampere's experiments showed that current loops experience forces as given by Ampere's law, leading to the interpretation of a magnetic field being set up by currents, that is, charges in motion. In this section we present the results of experiments by yet another scientist, Michael Faraday. Faraday demonstrated that a magnetic field changing with tirne results in a flow of current in a loop of wire placed in the magnetic field region. When the magnetic field does not change with time, there is no curre:nt flow in the wire. This implies that a time-varying magnetic field exeirts electric-type forces on charges. Thus Faraday's experiments demonstrate that a time-varying magnetic field produces an electric field.

The electric field produced by the time-varying magnetic field is such that the work done by it around a closed path $C$ per unit charge in the linnit that the charge tends to zero, that is, its circulation around the closed path $C$, is equal to the negative of the time rate of change of the magnetic flux $\psi$ enclosed by the path $C$. In equation form we have

$$
\begin{equation*}
\text { circulation of } \mathbf{E} \text { around } C=-\frac{d \psi}{d t} \tag{4-15}
\end{equation*}
$$

The circulation of $\mathbf{E}$ around a closed path $C$ is $\oint_{C} \mathbf{E} \cdot d \mathbf{I}$. The magnetic flux enclosed by $C$ is given by the surface integral of the magnetic flux density evaluated over a surface $S$ bounded by the contour $C$, that is, $\int_{S} \mathbf{B} \cdot d \mathbf{S}$. In evaluating $\int_{S} \mathbf{B} \cdot d \mathbf{S}$, we choose the normals to the infinitesimal surfaces comprising $S$ to be pointing towards the side of advance of a right-hand screw as it is turned in the sense of $C$. Equation (4-15) is thus written as

$$
\begin{equation*}
\oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S} \tag{4-16}
\end{equation*}
$$

The statement represented by (4-15) or (4-16) is known as Faraday's law. Note that the time derivative on the right side of (4-16) operates on the entire integral so that the circulation of $\mathbf{E}$ can be due to a change in $\mathbf{B}$ or a change in the surface $S$ or both. Classically, the quantity $\oint \mathbf{E} \cdot d \mathbf{l}$ on the left side of (4-16) is known under different names, for example, induced electromotive force, induced electromotance, induced voltage. Certainly the word force is not appropriate, since $\mathbf{E}$ is force per unit charge and $\int \mathbf{E} \cdot d \mathbf{l}$ is work per unit charge. We shall simply refer to $\mathbf{E}$ as the induced electric field and to $\oint \mathbf{E} \cdot d \mathbf{l}$ as the circulation of $\mathbf{E}$.

The minus sign on the right side of (4-16) needs an explanation. We know that the normal to a surface at a point on the surface can be directed towards either side of the surface. In formulating (4-16), we always direct the normal towards the side of advance of a right-hand screw as it is turned around $C$ in the sense in which $C$ is defined. For simplicity, let us consider the plane surface $S$ bounded by a closed path $C$ and let the magnetic flux density be uniform and directed normal to the surface, as shown in Fig. 4.3. If the flux density is increasing with time, $d \psi / d t$ is positive and $-d \psi / d t$ is negative so that $\oint_{C} \mathbf{E} \cdot d \mathbf{l}$ is negative. Hence the electric field produced by the increasing magnetic flux acts opposite to the sense of the contour $C$. If we place a test charge at a point on $C$, it will move opposite to $C$; if $C$ is occupied by a wire, a current will flow in the sense opposite to

Fig. 4.3. Uniform magnetic field B directed normal to a plane surface $S$.

that of $C$. Such a current will produce a magnetic field directed to the sid opposite to that of the normal since, if the wire is grabbed with the riglt hand and with the thumb pointing in the direction of the current, the fingers will be curled opposite to the normal as they penetrate the surface $S$. This the current will produce magnetic flux which opposes the increase in the original flux. Likewise, if the flux density is decreasing with time, $d \psi / d t$ s negative and $-d \psi / d t$ is positive so that $\oint_{C} \mathbf{E} \cdot d \mathbf{l}$ is positive. The electric fiell produced by the decreasing magnetic flux acts in the sense of the contor $C$ so that, if $C$ is occupied by a wire, a current will flow in the same sense $\$$ that of $C$. Such a current will produce a magnetic field directed to the side of the normal, thereby opposing the decrease in the flux. Thus the minus sign on the right side of (4-16) signifies that the induced electric field is such that it opposes the change in the magnetic flux producing it. This fact is $\mathrm{kno}_{\mathrm{w}} \mathrm{n}$ as Lenz' law. If the induced electric field is such that it aids the change in the magnetic flux instead of opposing it, any small change in the magnetic flux will set up a chain reaction by inducing an electric field, which will aid the change in the magnetic flux, which will increase the electric field, and so on, thereby violating the conservation of energy. Hence Lenz' law must be obeyed and the minus sign on the right side of (4-16) is very important.

Example 4-3. The magnetic flux density is given by

$$
\mathbf{B}=B_{0} \cos \omega_{1} t \mathbf{i}_{x}
$$

where $B_{0}$ and $\omega_{1}$ are constants. A rectangular loop of wire of area $A$ is placed symmetrically with respect to the $z$ axis and rotated about the $z$ axis at a constant angular velocity $\omega_{2}$ as shown in Fig. 4.4, such that the angle $\phi$ which the normal to the plane of the loop makes with the $x$ axis is given lpy

$$
\phi=\phi_{0}+\omega_{2} t
$$

It is desired to find the circulation of the induced electric field around the contour $C$ of the loop.

The unit vector normal to the plane of the loop is

$$
\begin{equation*}
\mathbf{i}_{n}=\cos \left(\phi_{0}+\omega_{2} t\right) \mathbf{i}_{x}+\sin \left(\phi_{0}+\omega_{2} t\right) \mathbf{i}_{y} \tag{4-17}
\end{equation*}
$$

The magnetic flux enclosed by the loop is

$$
\begin{align*}
\boldsymbol{\psi} & =\int_{\substack{\text { plane surface } \\
\text { sin } \\
\text { bunced }}} \mathbf{B} \cdot d \mathbf{S} \\
& =\int_{S}\left(B_{0} \cos \omega_{1} t \mathbf{i}_{x}\right) \cdot\left[\cos \left(\phi_{0}+\omega_{2} t\right) \mathbf{i}_{x}+\sin \left(\phi_{0}+\omega_{2} t\right) \mathbf{i}_{y}\right] d S \\
& =\int_{S} B_{0} \cos \omega_{1} t \cos \left(\phi_{0}+\omega_{2} t\right) d S=B_{0} A \cos \omega_{1} t \cos \left(\phi_{0}+\omega_{2} t\right) \tag{4-18}
\end{align*}
$$

This is simply the flux enclosed at any time $t$ by the projection of the locp at that time on to the $y z$ plane, which is normal to the flux density. From


Fig. 4.4. A rectangular loop of wire rotating about the $z$ axis with a constant angular velocity and situated in a time-varying magnetic field.

Faraday's law, we now have

$$
\begin{gather*}
\oint_{c} \mathbf{E}^{\prime} \cdot d \mathbf{l}=-\frac{d \psi}{d t}=-\frac{d}{d t}\left[B_{0} A \cos \omega_{1} t \cos \left(\phi_{0}+\omega_{2} t\right)\right] \\
=B_{0} A\left[\omega_{1} \sin \omega_{1} t \cos \left(\phi_{0}+\omega_{2} t\right)\right.  \tag{4-19}\\
\\
\left.+\omega_{2} \cos \omega_{1} t \sin \left(\phi_{0}+\omega_{2} t\right)\right]
\end{gather*}
$$

where the prime in $\mathbf{E}^{\prime}$ denotes that the electric field is associated with the contour of the moving loop. Note that the right side of (4-19) reduces to $B_{0} A \omega_{1} \cos \phi_{0} \sin \omega_{1} t$ for $\omega_{2}=0$, that is, for a stationary loop in a timevarying magnetic field and to $B_{0} A \omega_{2} \sin \left(\phi_{0}+\omega_{2} t\right)$ for $\omega_{1}=0$, that is, for a moving loop in a static magnetic field.

EXample 4-4. The magnetic flux density is given in cylindrical coordinates by

$$
\mathbf{B}= \begin{cases}\boldsymbol{B}_{0} \sin \omega t \mathbf{i}_{z} & \text { for } r<a \\ 0 & \text { for } r>a\end{cases}
$$

where $B_{0}$ and $\omega$ are constants. It is desired to find the induced electric field everywhere.

We note that the time-varying magnetic field has circular symmetry about the $z$ axis and is independent of $z$. Hence the induced electric field must also possess circular symmetry about the $z$ axis and must be independent
of $z$; that is, $\mathbf{E}$ can be a function of $r$ only. Choosing a circular contour i of radius $r$ and centered at the origin, as shown in Fig. 4.5, we note that th magnetic flux enclosed by the contour $C$ is

$$
\begin{equation*}
\psi=\int_{S} \mathbf{B} \cdot d \mathbf{S} \tag{4-20}
\end{equation*}
$$

where $S$ is the plane surface bounded by the contour $C$. Substituting for $\boldsymbol{3}$ and $d \mathbf{S}$ in (4-20), we get, for $r<a$,

$$
\begin{aligned}
\psi & =\int_{S} \mathbf{B} \cdot d \mathbf{S}=\int_{S} B_{0} \sin \omega t \mathbf{i}_{z} \cdot d S \mathbf{i}_{z} \\
& =B_{0} \sin \omega t \int_{S} d S=\pi r^{2} B_{0} \sin \omega t
\end{aligned}
$$

For $r>a$,

$$
\begin{equation*}
\psi=\int_{S} \mathbf{B} \cdot d \mathbf{S}=\int_{S_{1}} \mathbf{B} \cdot d \mathbf{S}+\int_{S_{2}} \mathbf{B} \cdot d \mathbf{S} \tag{4-21}
\end{equation*}
$$

where $S_{1}$ is the plane surface enclosed by the circular contour of radius $a$ and $S_{2}$ is the remainder of the surface $S$. The magnetic field is zero, howeve , on the surface $S_{2}$ and hence the second integral on the right side of (4-2i) is zero. Hence, for $r>a$,

$$
\psi=\int_{S_{1}} \mathbf{B} \cdot d \mathbf{S}=\pi a^{2} B_{0} \sin \omega t
$$



Fig. 4.5. For evaluating the induced electric field due a time-varying magnetic field possessing cylindrical symmetry.

Thus

$$
\psi= \begin{cases}\pi r^{2} B_{0} \sin \omega t & \text { for } r<a  \tag{4-22}\\ \pi a^{2} B_{0} \sin \omega t & \text { for } r>a\end{cases}
$$

Now,

$$
\begin{equation*}
\oint_{C} \mathbf{E} \cdot d \mathbf{I}=\int_{\phi=0}^{2 \pi} E_{\phi} r d \phi=2 \pi r E_{\phi} \tag{4-23}
\end{equation*}
$$

From Faraday's law, we then have

$$
2 \pi r E_{\phi}=-\frac{d \psi}{d t}= \begin{cases}-\pi r^{2} B_{0} \omega \cos \omega t & \text { for } r<a \\ -\pi a^{2} B_{0} \omega \cos \omega t & \text { for } r>a\end{cases}
$$

or

$$
E_{\phi}= \begin{cases}-\frac{B_{0} r \omega}{2} \omega \cos \omega t & \text { for } r<a  \tag{4-24}\\ -\frac{B_{0} a^{2} \omega}{2 r} \cos \omega t & \text { for } r>a\end{cases}
$$

Any $r$ component of $E$ independent of $\phi$ and $z$ will have nonzero curl and hence can be attributed to sources appropriate for a static electric field, that is, an electric field originating from charges at rest. Any $z$ component will have to be independent of $r$ since the magnetic field has no $\phi$ component. This is because if we consider a rectangular contour $b c d e b$ in a plane containing the $z$ axis as shown in Fig. 4.5, the magnetic flux enclosed by this contour is zero. Hence $\oint_{b c d e b} \mathbf{E} \cdot d \mathbf{I}$ is zero or $\int_{b}^{c} E_{z} d z+\int_{d}^{e} E_{z} d z$ is equal to zero, leading to the conclusion that $E_{z}$ along $b c$ is the same as $E_{z}$ along ed. Since the curl of a field which has a $z$ component independent of $r$ and $\phi$ is zero, it can also be attributed to sources appropriate for a static field. Thus the induced electric field due to the time-varying magnetic field has a $\phi$ component only, thereby surrounding the magnetic field, and it is given by

$$
\mathbf{E}= \begin{cases}-\frac{B_{0} r \omega}{2} \cos \omega t \mathbf{i}_{\phi} & \text { for } r<a  \tag{4-25}\\ -\frac{B_{0} a^{2} \omega}{2 r} \cos \omega t \mathbf{i}_{\phi} & \text { for } r>a\end{cases}
$$

The fact that the induced electric field surrounds the time-varying magnetic field can also be seen if we recognize that Faraday's law is similar in form to Ampere's circuital law

$$
\oint_{C} \cdot \mathbf{B} \cdot d \mathbf{I}=\mu_{0}(\text { current } I \text { enclosed by } \mathbf{C})
$$

The magnetic field due to the current $I$ surrounds the current. Likewise, the electric field due to the changing magnetic flux should surround the flux. The induced electric field is thus solenoidal in character, as compared to the irrotational nature of the electric field due to charges at rest.

One of the consequences of Faraday's law is that $\int \mathbf{E} \cdot d \mathbf{l}$ evaluat between two points $a$ and $b$ is, in general, dependent on the path followt from $a$ to $b$ to evaluate the integral, unlike in the case of the static electrc field. To illustrate this, let us consider a region of uniform but time-varyitg magnetic field. Applying Faraday's law to two different closed paths acbia and adbea as shown in Fig. 4.6, we obtain two different results for $\oint \mathbf{E} \cdot \boldsymbol{1}$


Fig. 4.6. Two different clos?d paths acbea and adbea.
since the paths enclose different areas. However, path bea is common to both the closed paths, and the contributions from the path bea to $\oint_{\text {acbea }} \mathbf{E} \cdot d \mathbf{l}$ and to $\oint_{\text {adbea }} \mathbf{E} \cdot d \mathbf{l}$ are the same. It then follows that $\int_{a c b} \mathbf{E} \cdot d \mathbf{l}$ is not equal to $\int_{a d b} \mathbf{E} \cdot d \mathbf{l}$. Thus the work done per unit charge in carrying a test charge from $a$ to $b$ in an electromagnetic field, that is, $\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}$ in an electromagnetic field, is not uniquely defined. It depends upon the path followed from $a$ to $b$ in evaluating $\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}$. The quantity $\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}$ is known as the voltage between the points $a$ and $b$ in the case of time-varying fields. The word "voltage" is interchangeable with "potential difference" for the case of static electric field only. For time-varying fields, the electric field cannot be expressed exclusively in terms of a time-varying electric scalar potential as we will learn in the following section. Hence, the two words are not interchangeable in the time-varying case.

Now, let us consider two different surfaces $S_{1}$ and $S_{2}$ bounded by a contour $C$ with the normals defining the surfaces directed out of the volume bounded by $S_{1}+S_{2}$ as shown in Fig. 4.7. Then, applying Faraday's law to $C$, we have

$$
\oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S_{1}} \mathbf{B} \cdot d \mathbf{S}=\frac{d}{d t} \int_{S_{2}} \mathbf{B} \cdot d \mathbf{S}
$$

It follows from (4-26) that

$$
\frac{d}{d t}\left(\int_{S_{1}} \mathbf{B} \cdot d \mathbf{S}+\int_{S_{2}} \mathbf{B} \cdot d \mathbf{S}\right)=0
$$



Fig. 4.7. Two surfaces $S_{1}$ and $S_{2}$ bounded by a contour $C$.
or

$$
\begin{equation*}
\oint_{S_{1}+S_{2}} \mathbf{B} \cdot d \mathbf{S}=\text { constant with time } \tag{4-27}
\end{equation*}
$$

The constant on the right side of (4-27) must, however, be equal to zero since a nonzero value for any surface requires the existence forever of isolated magnetic charge within the volume bounded by that surface. There is no experimental evidence of the existence of such magnetic charge. Thus, it follows from Faraday's law in integral form that

$$
\begin{equation*}
\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0 \tag{3-111}
\end{equation*}
$$

where $S$ is any closed surface.

### 4.3 Faraday's Law in Differential Form (Maxwell's First Curl Equation for the Electromagnetic Field)

In the previous section we introduced Faraday's law in integral form, given by

$$
\begin{equation*}
\oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S} \tag{4-16}
\end{equation*}
$$

where $S$ is any surface bounded by the contour $C$. According to Stokes' theorem, we have

$$
\oint_{C} \mathbf{E} \cdot d \mathbf{l}=\int_{S}(\boldsymbol{\nabla} \times \mathbf{E}) \cdot d \mathbf{S}
$$

where $S$ is any surface bounded by the contour $C$. In particular, choosing the same surface as for the integral on the right side of (4-16), we obtain

$$
\begin{equation*}
\int_{S}(\nabla \times \mathbf{E}) \cdot d \mathbf{S}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S} \tag{4-28}
\end{equation*}
$$

If the surface $S$ is stationary, that is, independent of time, then

$$
\begin{equation*}
\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S}=\int_{S} \frac{\partial \mathbf{B}}{\partial t} \cdot d \mathbf{S} \tag{4-29}
\end{equation*}
$$

and

$$
\int_{s}(\boldsymbol{\nabla} \times \mathbf{E}) \cdot d \mathbf{S}=\int_{s}-\frac{\partial \mathbf{B}}{\partial t} \cdot d \mathbf{S}
$$

Comparing the integrands on the two sides of (4-30), we have

$$
\begin{equation*}
\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} \tag{4-31}
\end{equation*}
$$

This is the differential form of Faraday's law and Maxwell's first curl equa tion for the electromagnetic field.

If, in addition to the variation of the magnetic field with time, th surface $S$ is also changing with time due to a displacement of the cor tour as shown in Fig. 4.8, then we evaluate $\frac{d}{d t} \int \mathbf{B} \cdot d \mathbf{S}$ by considering $t w$ ) times $t_{1}$ and $t_{2}$, where $t_{2}=t_{1}+\Delta t$. If $S_{1}$ and $S_{2}$ are the surfaces boundel


Fig. 4.8. Displacement of contor ${ }^{-1}$ $C_{1}$ with time and the associatel surfaces.
by $C_{1}$ and $C_{2}$ at $t_{1}$ and $t_{2}$, respectively, we have, from the definition of diffeentiation,

$$
\begin{align*}
{\left[\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S}\right]_{t_{1}} } & =\operatorname{Lim}_{t_{2} \rightarrow t_{1}} \frac{1}{t_{2}-t_{1}}\left\{\left[\int_{S} \mathbf{B} \cdot d \mathbf{S}\right]_{t_{2}}-\left[\int_{S} \mathbf{B} \cdot d \mathbf{S}\right]_{t_{1}}\right\} \\
& =\operatorname{Lim}_{\Delta t \rightarrow 0} \cdot \frac{1}{\Delta} \bar{t}\left(\int_{S_{2}} \mathbf{B}_{2} \cdot d \mathbf{S}_{2}-\int_{S_{1}} \mathbf{B}_{1} \cdot d \mathbf{\mathbf { S } _ { 1 }}\right) \tag{4-3}
\end{align*}
$$

where $\mathbf{B}_{2}$ and $\mathbf{B}_{1}$ are $\mathbf{B}\left(t_{2}\right)$ and $\mathbf{B}\left(t_{1}\right)$, respectively. Applying the divergen ${ }^{2}$ theorem at time $t_{2}$ to the volume $V$ bounded by the two surfaces $S_{1}$ and is and the surface $S_{3}$ formed by the movement of the contour $C$, we hat

$$
\begin{align*}
\int_{V} \boldsymbol{\nabla} \cdot \mathbf{B}_{2} d v & =\oint_{S_{1}+S_{3}+S_{3}} \mathbf{B}_{2} \cdot d \mathbf{S}  \tag{4-3}\\
& =-\int_{S_{1}} \mathbf{B}_{2} \cdot d \dot{\mathbf{S}}_{1}+\int_{S_{3}} \mathbf{B}_{2} \cdot d \mathbf{S}_{2}+\int_{S_{3}} \mathbf{B}_{2} \cdot d \mathbf{S}_{3}
\end{align*}
$$

where the minus sign associated with the first of the three integrals on the right side of (4-33) is due to the direction of $d \mathbf{S}_{1}$ pointing into the volume $V$. Also, in the third integral, we choose the direction of $d \mathbf{S}_{3}$ as pointing out of the volume $V$.

Since $\boldsymbol{\nabla} \cdot \mathbf{B}=0$, we have, from (4-33),

$$
\begin{equation*}
\int_{S_{2}} \mathbf{B}_{2} \cdot d \mathbf{S}_{2}-\int_{S_{1}} \mathbf{B}_{2} \cdot d \mathbf{S}_{1}=-\int_{S_{3}} \mathbf{B}_{2} \cdot d \mathbf{S}_{3} \tag{4-34}
\end{equation*}
$$

If the velocity with which an element $d \mathbf{l}_{1}$ in the contour $C_{1}$ is displaced is $\mathbf{v}_{1}$, the infinitesimal area $d \mathbf{S}_{3}$ swept by the element in the time $\Delta t$ is $d \mathbf{l}_{1} \times \mathbf{v}_{1} \Delta t$ as shown in Fig. 4.8. Hence

$$
\begin{equation*}
\int_{S_{3}} \mathbf{B}_{2} \cdot d \mathbf{S}_{3}=\oint_{C_{1}} \mathbf{B}_{2} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1} \Delta t \tag{4-35}
\end{equation*}
$$

Substituting (4-35) into (4-34), we have

$$
\begin{equation*}
\int_{S_{2}} \mathbf{B}_{2} \cdot d \mathbf{S}_{2}-\int_{S_{1}} \mathbf{B}_{2} \cdot d \mathbf{S}_{1}=-\oint_{C_{1}} \mathbf{B}_{2} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1} \Delta t \tag{4-36}
\end{equation*}
$$

Now, expanding $\mathbf{B}(t)$ in a Taylor's series at time $t_{1}$, we have

$$
\begin{equation*}
\mathbf{B}_{2}=\mathbf{B}_{1}+\left[\frac{\partial \mathbf{B}}{\partial t}\right]_{t_{1}} \Delta t+\frac{1}{2}\left[\frac{\partial^{2} \mathbf{B}}{\partial t^{2}}\right]_{t_{1}}(\Delta t)^{2}+\cdots \tag{4-37}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{s_{1}} \mathbf{B}_{2} \cdot d \mathbf{S}_{1}= & \int_{S_{1}} \mathbf{B}_{1} \cdot d \mathbf{S}_{1}+\Delta t \int_{S_{1}}\left[\frac{\partial \mathbf{B}}{\partial t}\right]_{t_{1}} \cdot d \mathbf{S}_{1}+\cdots  \tag{4-38}\\
\oint_{C_{1}} \mathbf{B}_{2} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1} \Delta t= & \Delta t \oint_{C_{1}} \mathbf{B}_{1} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1} \\
& +(\Delta t)^{2} \oint_{C_{1}}\left[\frac{\partial \mathbf{B}}{\partial t}\right]_{t_{1}} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1}+\cdots \tag{4-39}
\end{align*}
$$

Substituting (4-38) and (4-39) into (4-36) and rearranging, we get

$$
\begin{align*}
\int_{S_{2}} \mathbf{B}_{2} \cdot d \mathbf{S}_{2}-\int_{S_{1}} \mathbf{B}_{1} \cdot d \mathbf{S}_{1}= & \Delta t \int_{S_{1}}\left[\frac{\partial \mathbf{B}}{\partial \bar{t}}\right]_{t_{1}} \cdot d \mathbf{S}_{1}-\Delta t \oint_{c_{1}} \mathbf{B}_{1} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1} \\
& + \text { higher-order terms in } \Delta t \tag{4-40}
\end{align*}
$$

Substituting (4-40) into (4-32), we obtain

$$
\begin{align*}
{\left[\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S}\right]_{t_{1}}=} & \lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t}\left\{\Delta t \int_{S_{1}}\left[\frac{\partial \mathbf{B}}{\partial t}\right]_{t_{1}} \cdot d \mathbf{S}_{1}-\Delta t \oint_{C_{1}} \mathbf{B}_{1} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1}\right. \\
& + \text { higher-order terms in } \Delta t\} \\
= & \int_{S_{1}}\left[\frac{\partial \mathbf{B}}{\partial t}\right]_{t_{1}} \cdot d \mathbf{S}_{1}-\oint_{C_{1}} \mathbf{B}_{1} \cdot d \mathbf{l}_{1} \times \mathbf{v}_{1}  \tag{4-41}\\
= & \int_{S_{1}}\left[\frac{\partial \mathbf{B}}{\partial t}\right]_{t_{1}} \cdot d \mathbf{S}_{1}-\oint_{C_{1}}[\mathbf{v} \times \mathbf{B}]_{t_{1}} \cdot d \mathbf{l}_{1}
\end{align*}
$$

Since Eq. (4-41) must be true for any time $t_{1}$, we have, in general,

$$
\begin{equation*}
\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S}=\int_{S} \frac{\partial \mathbf{B}}{\partial t} \cdot d \mathbf{S}-\oint_{C} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l} \tag{442}
\end{equation*}
$$

where $C$ is the contour and $S$ is the surface bounded by $C$ at any arbitary time $t$.

To an observer moving with a point on the contour, the contour appars to be stationary and the observer will attribute the force experienced ly a test charge at that point as due to an electric field alone. Denotingthis electric field as $\mathbf{E}^{\prime}$ and applying Faraday's law for the contour $C$ and uing (4-42), we have

$$
\begin{align*}
\oint_{C} \mathbf{E}^{\prime} \cdot d \mathbf{l} & =-\frac{d}{d t} \int_{s} \mathbf{B} \cdot d \mathbf{S}  \tag{<-43}\\
& =-\int_{s} \frac{\partial \mathbf{B}}{\partial t} \cdot d \mathbf{S}+\oint_{c} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l}
\end{align*}
$$

But, according to Stokes' theorem, we have

$$
\begin{equation*}
\oint_{C} \mathbf{E}^{\prime} \cdot d \mathbf{l}=\int_{S} \boldsymbol{\nabla} \times \mathbf{E}^{\prime} \cdot d \mathbf{S} \tag{4-44a}
\end{equation*}
$$

and

$$
\begin{equation*}
\oint_{C} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l}=\int_{C} \boldsymbol{\nabla} \times(\mathbf{v} \times \mathbf{B}) \cdot d \mathbf{S} \tag{4-44b}
\end{equation*}
$$

Substituting (4-44a) and (4-44b) into (4-43), we get

$$
\begin{equation*}
\int_{S} \boldsymbol{\nabla} \times \mathbf{E}^{\prime} \cdot d \mathbf{S}=-\int_{S} \frac{\partial \mathbf{B}}{\partial t} \cdot d \mathbf{S}+\int_{S} \boldsymbol{\nabla} \times(\mathbf{v} \times \mathbf{B}) \cdot d \mathbf{S} \tag{4-45}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{E}^{\prime}=-\frac{\partial \mathbf{B}}{\partial t}+\boldsymbol{\nabla} \times(\mathbf{v} \times \mathbf{B}) \tag{4-46}
\end{equation*}
$$

Equation (4-46) is Faraday's law in differential form, where $\mathbf{E}^{\prime}$ is the electric field as measured by an observer moving with a velocity $\mathbf{v}$, relative to the magnetic field $\mathbf{B}$.

On the other hand, a stationary observer views the force experienced by the test charge moving with the point on the contour as being composed of two parts, electric-type and magnetic-type, that is, one due to an electric field acting on the charge and the other due to a magnetic field acting on the charge. Since the magnetic force acting on the test charge is $q \mathbf{v} \times \mathbf{B}$, the observer will attribute a force of $\mathbf{F}-q \mathbf{v} \times \mathbf{B}$ only to the electric field where $\mathbf{F}$ is the total force acting on the charge. The total force acting on the charge must of course be the same whether viewed by an observer moving with the contour or by a stationary observer. Hence it is equal to $q \mathbf{E}^{\prime}$. Thus the force attributed to the electric field by the stationary observer is $q \mathbf{E}^{\prime}-q \mathbf{v} \times \mathbf{B}=$ $q\left(\mathbf{E}^{\prime}-\mathbf{v} \times \mathbf{B}\right)$ or the electric field as viewed by the stationary observer is given by

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}^{\prime}-\mathbf{v} \times \mathbf{B} \tag{4-47}
\end{equation*}
$$

Rearranging (4-46), we have

$$
\begin{equation*}
\nabla \times\left(\mathbf{E}^{\prime}-\mathbf{v} \times \mathbf{B}\right)=-\frac{\partial \mathbf{B}}{\partial t} \tag{4-48}
\end{equation*}
$$

which, with the aid of (4-47), becomes

$$
\begin{equation*}
\nabla \times \mathbf{E}==\frac{\partial \mathbf{B}}{\partial t} \tag{4-31}
\end{equation*}
$$

which is the same as the result obtained in the case of the stationary contour. Thus Eq. (4-31) holds, in general, where $\mathbf{E}$ is the induced electric field as viewed by an observer stationary relative to the time-varying magnetic field $\mathbf{B}$.

Etample 4-5. For the test charge of Example 4-2, find the electric field as viewed by an observer moving with the test charge.

From Example 4-2, the electric and magnetic fields as viewed by a stationary observer are

$$
\mathbf{E}=E_{0} \mathbf{i}_{y} \quad \text { and } \quad \mathbf{B}=B_{0} \mathbf{i}_{z}
$$

The velocity of motion of the test charge is given by

$$
\begin{align*}
\mathbf{v} & =v_{x} \mathbf{i}_{x}+v_{y} \mathbf{i}_{y} \\
& =\left(\frac{E_{0}}{B_{\theta}}-\frac{E_{0}}{B_{\theta}} \cos \omega_{c} t\right) \mathbf{i}_{x}+\left(\frac{E_{0}}{B_{\theta}} \sin \omega_{c} t\right) \mathbf{i}_{y} \tag{4-49}
\end{align*}
$$

where we have substituted for $v_{x}$ and $v_{y}$ from (4-8) and (4-9), respectively.
Rearranging (4-47), we note that the electric field $\mathbf{E}^{\prime}$ as viewed by an observer moving with a velocity $\mathbf{v}$ relative to the magnetic field is given by

$$
\begin{equation*}
\mathbf{E}^{\prime}=\mathbf{E}+\mathbf{v} \times \mathbf{B} \tag{4-50}
\end{equation*}
$$

We can also obtain this result directly by noting that, for an observer moving with the test charge, the test charge appears to be stationary and hence the observer will attribute the force experienced by it to an electric field alone. Since the force experienced by the test charge is $\mathbf{F}=q(\mathbf{E}+\mathbf{v} \times \mathbf{B})$, the observer views an electric field of $\mathbf{F} / q=\mathbf{E}+\mathbf{v} \times \mathbf{B}$. Substituting for $\mathbf{E}, \mathbf{v}$, and $\mathbf{B}$ in (4-50), we obtain

$$
\begin{align*}
\mathbf{E}^{\prime} & =E_{0} \mathbf{i}_{y}+\left[\left(\frac{E_{0}}{B_{0}}-\frac{E_{0}}{B_{0}} \cos \omega_{c} t\right) \mathbf{i}_{x}+\left(\frac{E_{0}}{B_{0}} \sin \omega_{c} t\right) \mathbf{i}_{y}\right] \times B_{0} \mathbf{i}_{z}  \tag{4-51}\\
& =E_{0} \sin \omega_{c} t \mathbf{i}_{x}+E_{0} \cos \omega_{c} t \mathbf{i}_{y}
\end{align*}
$$

Thus the electric field as viewed by an observer moving with the test charge is $\left(E_{0} \sin \omega_{c} t \mathbf{i}_{x}+E_{0} \cos \omega_{c} t \mathbf{i}_{y}\right)$.

Example 4-6. In Example 4-3, we obtained the circulation of the induced electric field around a rectangular loop moving in a time varying magnetic field by the direct application of Faraday's law in integral form given by (4-16). It is here desired to verify the result of Example $4-3$ by using (4-43).

With reference to the notation of Fig. 4.4, the first integral on the rilht side of (4-43) is given by

$$
\begin{align*}
-\int_{\substack{\text { plane surface } S \\
\text { bounded } b y}} \frac{\partial \mathbf{B}}{\partial t} \cdot d \mathbf{S} & =\int_{S} B_{0} \omega_{1} \sin \omega_{1} t \mathbf{i}_{x} \cdot\left(\cos \phi \mathbf{i}_{x}+\sin \phi \mathbf{i}_{y}\right) d S  \tag{4-2}\\
& =B_{0} A \omega_{1} \cos \left(\phi_{0}+\omega_{2} t\right) \sin \omega_{1} t
\end{align*}
$$

To evaluate the second integral on the right side of (4-43), we note trat, along side ef,

$$
\begin{aligned}
\mathbf{v} \times \mathbf{B} & =\frac{(f g)}{2} \omega_{2}\left[\mathbf{i}_{\phi}\right]_{e f} \times B_{0} \cos \omega_{1} t \mathbf{i}_{x} \\
& =-\frac{(f g)}{2} \omega_{2} B_{0} \cos \omega_{1} t \sin \phi \mathbf{i}_{z}
\end{aligned}
$$

so that

$$
\begin{align*}
\int_{e}^{f} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l} & =\frac{(e f)(f g)}{2} \omega_{2} B_{0} \cos \omega_{1} t \sin \phi \\
& =\frac{B_{0} A \omega_{2}}{2} \cos \omega_{1} t \sin \phi
\end{align*}
$$

Along side $f g, \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l}=0$ so that

$$
\begin{equation*}
\int_{f}^{g} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l}=0 \tag{4-53b}
\end{equation*}
$$

Along side $g h$,

$$
\begin{aligned}
\mathbf{v} \times \mathbf{B} & =\frac{(f g)}{2} \omega_{2}\left[\mathbf{i}_{\phi}\right]_{g h} \times B_{0} \cos \omega_{1} t \mathbf{i}_{x} \\
& =\frac{(f g)}{2} \omega_{2} B_{0} \cos \omega_{1} t \sin \phi \mathbf{i}_{z}
\end{aligned}
$$

so that

$$
\begin{align*}
\int_{g}^{h} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l} & =\frac{(g h)}{2} \underline{(f g)} \omega_{2} B_{0} \cos \omega_{1} t \sin \phi  \tag{4-53c}\\
& =\underline{B_{0}} \frac{A \omega_{2}}{2} \underline{\cos \omega_{1} t \sin \phi}
\end{align*}
$$

Along side $h e, \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l}=0$ so that

$$
\begin{equation*}
\int_{h}^{e} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l}=0 \tag{4-53d}
\end{equation*}
$$

From (4-53a)-(4-53d), we have

$$
\begin{align*}
\oint_{C} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l} & =\oint_{\text {efghe }} \mathbf{v} \times \mathbf{B} \cdot d \mathbf{l} \\
& =B_{0} A \omega_{2} \cos \omega_{1} t \sin \phi  \tag{4-54}\\
& =B_{0} A \omega_{2} \cos \omega_{1} t \sin \left(\phi_{0}+\omega_{2} t\right)
\end{align*}
$$

Thus, from (4-52) and (4-54), we obtain

$$
\begin{aligned}
\oint_{C} \mathbf{E}^{\prime} \cdot d \mathbf{I}= & B_{0} A \omega_{1} \cos \left(\phi_{0}+\omega_{2} t\right) \sin \omega_{1} t \\
& +B_{0} A \omega_{2} \cos \omega_{1} t \sin \left(\phi_{0}+\omega_{2} t\right)
\end{aligned}
$$

which agrees with (4-19).
Ex mple 4-7. In Example 4-4 we obtained the expression for the induced electric field due to a time-varying magnetic field possessing cylindrical symmetry about the $z$ axis, by using Faraday's law in integral form. It is desired to verify the result by using Faraday's law in differential form given by (4-31).

From Example 4-4, we have the induced electric field given by

$$
\mathbf{E}= \begin{cases}-\frac{B_{0} r \omega}{2} \cos \omega t \mathbf{i}_{\phi} & \text { for } r<a  \tag{4-25}\\ -\frac{B_{0} a^{2} \omega}{2 r} \cos \omega t \mathbf{i}_{\phi} & \text { for } r>a\end{cases}
$$

Hence

$$
\begin{align*}
\boldsymbol{\nabla} \times \mathbf{E} & =\left|\begin{array}{lll}
\frac{\mathbf{i}_{r}}{r} & \mathbf{i}_{\phi} & \frac{\mathbf{i}_{z}}{r} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \phi} & \frac{\partial}{\partial z} \\
0 & r E_{\phi} & 0
\end{array}\right|=\frac{\mathbf{i}_{z}}{r}-\left[\frac{\partial}{\partial r}\left(r E_{\phi}\right)\right]  \tag{4-55}\\
& = \begin{cases}-B_{0} \omega \cos \omega t \mathbf{i}_{z} & \text { for } r<a \\
0 & \text { for } r>a\end{cases}
\end{align*}
$$

From Faraday's law in differential form, we then have

$$
\frac{\partial \mathbf{B}}{\partial t}=-\boldsymbol{\nabla} \times \mathbf{E}= \begin{cases}B_{0} \omega \cos \omega t \mathbf{i}_{z} & \text { for } r<a  \tag{4-56}\\ 0 & \text { for } r>a\end{cases}
$$

Equation (4-56) is consistent with

$$
\mathbf{B}= \begin{cases}B_{0} \sin \omega t \mathbf{i}_{z} & \text { for } r<a \\ 0 & \text { for } r>a\end{cases}
$$

which is the magnetic field specified in Example 4-4.
Returning to Eq. (4-31) and taking the divergence of both sides, we have

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{E}=-\boldsymbol{\nabla} \cdot \frac{\partial \mathbf{B}}{\partial t}=-\frac{\partial}{\partial t}(\boldsymbol{\nabla} \cdot \mathbf{B}) \tag{4-57}
\end{equation*}
$$

But, since $\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{E} \equiv 0$, it follows from (4-57) that

$$
\begin{equation*}
\frac{\partial}{\partial t}(\nabla \cdot \mathbf{B})=0 \tag{4-58}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{B}=\text { constant with time } \tag{4-59}
\end{equation*}
$$

The constant on the right side of (4-59) must, however, be equal to zero si ce a nonzero value at any point in space requires the existence forever of isolaed magnetic charge at that point. There is no experimental evidence of he existence of such magnetic charge. Thus, we note that Maxwell's equation for the divergence of the time-varying magnetic field given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{B}=0 \tag{4-50}
\end{equation*}
$$

follows from the Maxwell's equation for the curl of $\mathbf{E}$ given by (4-31). As a consequence of (4-60), we have

$$
\begin{equation*}
\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A} \tag{4-j1}
\end{equation*}
$$

where $\mathbf{A}$ is a time-varying vector potential. Substituting (4-61) into (4-| 1 ), we get

$$
\boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial}{\partial t}(\boldsymbol{\nabla} \times \mathbf{A})=-\boldsymbol{\nabla} \times \frac{\partial \mathbf{A}}{\partial t}
$$

or

$$
\begin{equation*}
\nabla \times\left(\mathbf{E}+\frac{\partial \mathbf{A}}{\partial \bar{t}}\right)=0 \tag{4.62}
\end{equation*}
$$

Thus ( $\mathbf{E}+\partial \mathbf{A} / \partial t)$ can be expressed as the gradient of a time-varying sci lar potential. In particular, we can write

$$
\begin{equation*}
\mathbf{E}+\frac{\partial \mathbf{A}}{\partial t}=-\nabla V \tag{4:63}
\end{equation*}
$$

where $V$ is the time-varying scalar potential so that Eq. (4-63) reduces; to $\mathbf{E}=-\boldsymbol{\nabla} V$ for the static case. Rearranging (4-63), we obtain

$$
\begin{equation*}
\mathbf{E}=-\nabla V-\frac{\partial \mathbf{A}}{\partial t} \tag{4-64}
\end{equation*}
$$

We will have an opportunity to study the time-varying scalar and vertor potentials in Section 6.16.

### 4.4 The Dilemma of Ampere's Circuital Law and the Displacement Current Concept; Modified Ampere's Circuital Law in Integral Form

In Section 3.6 we introduced Ampere's circuital law in integral form, given by

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}(\text { current enclosed by } C) \tag{3-57}
\end{equation*}
$$

In that connection we discussed the uniqueness of a closed path enclosing a current by considering the case of a straight filamentary wire of finite length along which charge flows from one end to the other end (Fig. 3.16) and the case of an infinitely long filamentary wire. We found that the current enclosed by a closed path $C$ is not uniquely defined in the case of the finitely long wire, whereas it is uniquely defined for the case of the infinitely long
wire. On the other hand, the magnetic field due to a current-carrying wire is uniquely given at every point through the Biot-Savart law and hence $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ for a given closed path $C$ has a unique value. Thus it seems to be meaningless to apply Ampere's circuital law as given by (3-57) for the case of the finitely long wire. What then is the fallacy of the situation? Is there any modification required for (3-57) so that the dilemma is resolved?

To answer these questions, let us consider a semiinfinitely long, straight filamentary wire occupying the upper half of the $z$ axis. Let there be a point source of charge $Q \mathrm{C}$ at the origin and let the current flowing along the wire to infinity be $I \mathrm{amp}$ as shown in Fig. 4.9 so that the charge $Q$ is decreas-


Fig. 4.9. For introducing the displacement current concept and deriving the modification to Ampere's circuital law.
ing at the rate of $I \mathrm{C} / \mathrm{sec}$. Let us consider a circular contour $C$ of radius $r$ in the plane normal to the wire and centered at a point on the wire a distance $z$ from the origin, as shown in Fig. 4.9. The current enclosed by $C$ is not uniquely defined since the current penetrating the plane surface $S_{1}$ bounded by the contour is $I$, whereas the current penetrating a bowl-shaped surface $S_{2}$ as shown in Fig. 4.9 is zero. On the other hand, $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ is unique since $\mathbf{B}$ along $C$ is given by the application of the Biot-Savart law to the semiinfinitely long wire. According to the Biot-Savart law, the magnetic flux density at a point $(r, \phi, z)$ on the contour $C$ due to an infinitesimal segment $d z^{\prime}$ of the wire at distance $z^{\prime}$ from the origin is given by

$$
\begin{equation*}
d \mathbf{B}=\frac{\mu_{0} \operatorname{Ir} d z^{\prime}}{4 \pi\left[\left(z-z^{\prime}\right)^{2}+r^{2}\right]^{3 / 2} \mathbf{i}_{\phi}} \tag{4-6}
\end{equation*}
$$

The magnetic flux density at $(r, \phi, z)$ due to the entire semiinfinitely $l_{1} \mathrm{~g}$ wire is given by

$$
\begin{align*}
\mathbf{B} & =\int_{z^{\prime}=0}^{\infty} d \mathbf{B}=\frac{\mu_{0} I r}{4 \pi} \int_{z^{\prime}=0}^{\infty}\left[\left(z-z^{\prime}\right)^{2}+r^{2}\right]^{3 / 2} \mathbf{i}_{\phi} \\
& =\frac{\mu_{0} I}{4 \pi r}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right) \mathbf{i}_{\phi} \tag{4-6}
\end{align*}
$$

From (4-66), we have

$$
\begin{align*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l} & =\int_{\phi=0}^{2 \pi} \frac{\mu_{0} I}{4 \pi r}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right) \mathbf{i}_{\phi} \cdot r d \phi \mathbf{i}_{\phi}  \tag{4-7}\\
& =\frac{\mu_{0} I}{2}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)
\end{align*}
$$

If we apply Ampere's circuital law (3-57) to the contour $C$ in conjunct on with the surface $S_{1}$ without regard to the uniqueness of the current enclosed, we obtain

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0} I \tag{4-68}
\end{equation*}
$$

Comparing (4-67) and (4-68), we note that the discrepancy between the right sides is by the amount

$$
\begin{equation*}
\frac{\mu_{0} I}{2}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)-\mu_{0} I=\frac{\mu_{0} I}{2}\left(\frac{z}{\sqrt{z^{2}+r^{2}}}-1\right) \tag{4-69}
\end{equation*}
$$

We have to resolve this discrepancy by some means. The only recourse seems to be the point charge at the origin whose value is decreasing at the rate of $I \mathrm{C} / \mathrm{sec}$. We have not as yet considered the electric field due to the point charge $Q$. As $Q$ varies with time, the electric field flux due to it also varies with time. Let us consider the electric field flux through the surface $S_{1}$. Since the electric field intensity due to a point charge is spherically symmetric about the point charge, the electric field flux through any surface is equal to the solid angle subtended at the point charge by that surface times the point charge value divided by $4 \pi \epsilon_{0}$.

To find the solid angle subtended by $S_{1}$ at $Q$, let us consider an infinitesimal area $d S_{1}=r_{1} d r_{1} d \phi_{1}$ at the point $\left(r_{1}, \phi_{1}, z\right)$ on $S_{1}$. The projection of this area onto the plane normal to the line drawn from the origin to $\left(r_{1}, \phi_{1}, z\right)$ is $\left(r_{1} z / \sqrt{\left.r_{1}^{2}+z^{2}\right)} d r_{1} d \phi_{1}\right.$. The projection of $d S_{1}$ onto the surface of a sphere of radius unity and centered at the origin or the infinitesimal solid angle subtended at the origin by $d S_{1}$ is given by

$$
d \Omega_{1}=\frac{r_{1} z}{\left(r_{1}^{2}+z^{2}\right)^{3 / 2}} d r_{1} d \phi_{1}
$$

The solid angle subtended at the origin by the entire area $S_{1}$ is then given by

$$
\begin{equation*}
\boldsymbol{\Omega}_{1}=\int_{S_{1}} d \boldsymbol{\Omega}_{1}=\int_{r_{1}=0}^{r} \int_{\phi_{1}=0}^{2 \pi} \frac{r_{1} z}{\left(r_{1}^{2}+\frac{\left.z^{2}\right)^{3 / 2}}{}\right.} d r_{1} d \phi_{1}=2 \pi\left(1-\frac{z}{\sqrt{z^{2}+r^{2}}}\right) \tag{4-70}
\end{equation*}
$$

Since the normal to the surface $S_{1}$ drawn towards the direction of advance of a right-hand screw as it is turned in the sense of $C$ is directed away from the point charge, the electric field flux passing through the surface $S_{1}$ towards the side of that normal is given by

$$
\begin{equation*}
\int_{S_{1}} \mathbf{E} \cdot d \mathbf{S}_{1}=\frac{Q}{4 \pi \epsilon_{0}} \boldsymbol{\Omega}_{1}=\frac{Q}{2 \epsilon_{0}}\left(1-\frac{z}{\sqrt{z^{2}+r^{2}}}\right) \tag{4-71}
\end{equation*}
$$

This electric field flux is changing with time. The rate at which it is changing with time is given by

$$
\begin{align*}
\frac{d}{d t} \int_{s_{1}} \mathbf{E} \cdot d \mathbf{S}_{1} & =\frac{d}{d t}\left[\frac{Q}{2 \epsilon_{0}}\left(1-\frac{z}{\sqrt{z^{2}+r^{2}}}\right)\right]  \tag{4-72}\\
& =\frac{1}{2 \epsilon_{0}}\left(1-\frac{z}{\sqrt{z^{2}}+r^{2}}\right) \frac{d Q}{d t}
\end{align*}
$$

But, since the charge $Q$ is decreasing at the rate of $I \mathrm{C} / \mathrm{sec}$, we have

$$
\begin{equation*}
\frac{d Q}{d t}=-I \tag{4-73}
\end{equation*}
$$

Substituting (4-73) into (4-72), we obtain

$$
\begin{equation*}
\frac{d}{d t} \int_{S_{1}} \mathbf{E} \cdot d \mathbf{S}_{1}=\frac{I}{2 \epsilon_{0}}\left(\frac{z}{\sqrt{z^{2}+r^{2}}}-1\right) \tag{4-74}
\end{equation*}
$$

The right side of (4-74) is exactly the same as the right side of (4-69) divided by $\mu_{0} \epsilon_{0}$. Suppose we now modify (3-57) to read

$$
\begin{align*}
& \oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}(\text { current due to charges flowing through a } \\
&\text { surface } \left.S \text { bounded by } C+\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}\right) \tag{4-75}
\end{align*}
$$

and apply it to the surface $S_{1}$, we obtain

$$
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left[I+\frac{I}{2}\left(\frac{z}{\sqrt{z^{2}+r^{2}}}-1\right)\right]=\frac{\mu_{0} I}{2}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)
$$

which agrees with (4-67), deduced by using the Biot-Savart law. Thus our dilemma seems to be resolved!

Before we discuss the meaning of $\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}$, let us apply (4-75) to the bowl-shaped surface $S_{2}$ bounded by $C$ to see if it gives the correct
result for $\oint_{C} \mathbf{B} \cdot d \mathbf{I}$. To do this, we note that the solid angle subtended py $S_{2}$ at $Q$ is simply $4 \pi$ minus the solid angle subtended by $S_{1}$ at $Q$. Thus he required solid angle $\Omega_{2}$ is given by

$$
\begin{equation*}
\Omega_{2}=\left(4 \pi-\Omega_{1}\right) \tag{4-6}
\end{equation*}
$$

where $\Omega_{1}$ is given by (4-70). Substituting (4-70) into (4-76), we obtain

$$
\begin{equation*}
\mathbf{\Omega}_{2}=2 \pi\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right) \tag{4-7}
\end{equation*}
$$

Now, noting that a right-hand screw advances into the bowl as it is turred in the sense of $C$ from below the bowl whereas the electric field due to $Q$ is directed away from $Q$, the electric field flux passing through the surface $S_{2}$ into the bowl is given by

$$
\begin{equation*}
\int_{S_{2}} \mathbf{E} \cdot d \mathbf{S}_{2}=-\frac{Q}{4 \pi \epsilon_{0}} \Omega_{2}=-\frac{Q}{2 \epsilon_{0}}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right) \tag{4-1}
\end{equation*}
$$

The rate at which this flux is changing with time is given by

$$
\begin{align*}
\frac{d}{d t} \int_{S_{2}} \mathbf{E} \cdot d \mathbf{S}_{2} & =\frac{d}{d t}\left[-\frac{Q}{2 \epsilon_{0}}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)\right]  \tag{4-79}\\
& =\frac{I}{2 \epsilon_{0}}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)
\end{align*}
$$

Substituting this result into (4-75) applied to $S_{2}$, we obtain

$$
\begin{aligned}
\oint_{c} \mathbf{B} \cdot d \mathbf{l}= & \mu_{0}\left(\text { current due to charges flowing through } S_{2}\right. \\
& \left.+\frac{d}{d t} \int_{S_{2}} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}_{2}\right) \\
= & \mu_{0}\left[0+\frac{I}{2}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)\right] \\
= & \frac{\mu_{0} I}{2}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)
\end{aligned}
$$

which agrees with (4-67), deduced by using the Biot-Savart law. Thus the modified law (4-75) gives the correct result for $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ irrespective of the surface bounded by $C$ chosen to apply it.

We note that the quantity $\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}$ has the units of current. This can be easily seen if we recognize from Gauss' law that $\int \mathbf{E} \cdot d \mathbf{S}$ has the units of $Q / \epsilon_{0}$ and hence $\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}$ has the units of $d Q / d t$ or current. Equation (4-75) therefore suggests that there are two kinds of current penetrating a surface $S$ bounded by $C$. The first kind is due to the actual flow of charges across the surface $S$. The second kind is due to the flux of $\epsilon_{0} \mathbf{E}$ penetrating $S$ changing with time; Maxwell attributed to it $\mid$ the
name "displacement current." Physically, the displacement current is not a current in the sense that there is no flow of a physical quantity, like charge, across the surface. Although the term "time rate of change of the flux of $\epsilon_{0} \mathbf{E}$ " is more apt, we shall follow Maxwell's terminology and use the term "displacement current." The reason behind this terminology will become evident in Chapter 5.

To summarize the discussion thus far in this section, we have found that the dilemma of Ampere's circuital law given by (3-57) is resolved by modifying it to read

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left\{\left[I_{c}\right]_{S}+\left[I_{d}\right]_{S}\right\} \tag{4-80}
\end{equation*}
$$

where $\left[I_{c}\right]_{S}$ is the current due to the actual flow of charges across the surface $S$ bounded by $C$ in the direction of advance of a right-hand screw as it is turned in the sense of $C$, and $\left[I_{d}\right]_{S}=\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}$ is the displacement current penetrating the surface $S$ in the same direction. We shall refer to Eq. (4-80) as the modified Ampere's circuital law in integral form. While Faraday's law was a consequence of experimental observations by Faraday, the modified Ampere's circuital law was a result of theoretical investigations by Maxwell.

Although we have here derived the modified Ampere's circuital law by considering a particular case, Maxwell provided a general proof based on Gauss' law and the law of conservation of charge. Since charge is conserved, the current due to flow of charge out of a closed surface $S$ bounding a volume $V$ must be equal to the time rate of decrease of the charge enclosed by the surface. This is the law of conservation of charge. If the current flowing out of the surface is $\left[I_{c}\right]_{S}$ and the charge enclosed by $S$ is $Q$, we then have

$$
\begin{equation*}
\left[I_{c}\right]_{s}=-\frac{d Q}{d t} \tag{4-81}
\end{equation*}
$$

But, from Gauss' law, we have

$$
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{Q}{\epsilon_{0}}
$$

or

$$
\begin{equation*}
Q=\oint_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S} \tag{4-82}
\end{equation*}
$$

Substituting (4-82) into (4-81) and rearranging, we obtain

$$
\begin{equation*}
\left[I_{c}\right]_{S}+\frac{d}{d t} \oint_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}=0 \tag{4-83}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[I_{c}\right]_{S}+\left[I_{d}\right]_{S}=0 \tag{4-84}
\end{equation*}
$$

Thus the law of conservation of charge states that the sum of the current due to the flow of charges and the displacement current across any closed
surface must be equal to zero. We will now show that (4-80) is consistent bit (3-57) is not consistent with (4-84). To do this, let us consider a closed pata $C$ in an electromagnetic field. Let $S_{1}$ and $S_{2}$ be two different surfaces bounde $\downarrow$ by $C$ with their normals defined as shown in Fig. 4.7. The normal to $S_{1} \mathrm{~s}$ directed towards the side of advance of a right-hand screw as it is turned in the sense of $C$. Hence, from (4-80), we have

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left\{\left[I_{c}\right]_{S_{1}}+\left[I_{d}\right]_{S_{1}}\right\} \tag{4-8}
\end{equation*}
$$

The normal to $S_{2}$ is directed opposite to the side of advance of a righhand screw as it is turned in the sense of $C$. Hence, from (4-80), we have

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=-\mu_{0}\left\{\left[I_{c}\right]_{S_{2}}+\left[I_{d}\right]_{S_{2}}\right\} \tag{4-8}
\end{equation*}
$$

Now, since $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ is unique, the right sides of (4-85) and (4-86) are equal, giving us

$$
\begin{equation*}
\left[I_{c}\right]_{S_{1}+S_{2}}+\left[I_{d}\right]_{S_{1}+S_{2}}=0 \tag{4-87}
\end{equation*}
$$

which is consistent with (4-84), since $\left(S_{1}+S_{2}\right)$ is a closed surface. On the other hand, if we use (3-57) we obtain, for the surface $S_{1}$,

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left[I_{c}\right]_{S_{1}} \tag{4-88}
\end{equation*}
$$

and for the surface $S_{2}$,

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{I}=-\mu_{0}\left[I_{c}\right]_{S_{2}} \tag{4-89}
\end{equation*}
$$

From (4-88) and (4-89), we have

$$
\begin{equation*}
\left[I_{c}\right]_{S_{1}+S_{2}}=0 \tag{4-90}
\end{equation*}
$$

which is inconsistent with (4-84) unless $\left[I_{d}\right]_{S_{1}+S_{2}}$ is equal to zero, which is true only in the static case. It is this inconsistency that prompted Maxwell to modify Ampere's circuital law by adding the displacement current term. A consequence of the displacement current term in the modified Ampere's circuital law is that the current enclosed by a closed path $C$ in an electromagnetic field is generally not equal to $\left(1 / \mu_{0}\right) \oint_{C} \mathbf{B} \cdot d \mathbf{l}$, unlike in the static magnetic field case.

Example 4-8. The arrangement shown in Fig. 4.10 is that of a V-shaped filamenterry wire situated in the $y z$ plane symmetrically about the $z$ axis and with its vertex at the origin. Current flows along one leg from infinity to the origin at the rate of $I_{1} \mathrm{C} / \mathrm{sec}$ and leaves along another leg from the origin to infinity at the rate of $I_{2} \mathrm{C} / \mathrm{sec}$. It is desired to find the values of $\oint \mathbf{B} \cdot d \mathbf{l}$ around tiwo circular contours $C_{1}$ and $C_{2}$ of radii 1 m and centered at the origin, whiere (a) $C_{1}$ is in the $x y$ plane and (b) $C_{2}$ is in the $x z$ plane.

Fig. 4.10. For evaluating $\oint \mathbf{B} \cdot d \mathbf{l}$, around paths $C_{1}$ and $C_{2}$, due to a $V$-shaped filamentary wire with unequal currents in the two legs.


Since the current entering the origin is $I_{1} \mathrm{C} / \mathrm{sec}$ whereas the current leaving the origin is $I_{2} \mathrm{C} / \mathrm{sec}$, there is a charge accumulation at the origin at the rate of $\left(I_{1}-I_{2}\right) \mathrm{C} / \mathrm{sec}$.
(a) To evaluate $\oint_{C_{1}} \mathbf{B} \cdot d \mathbf{l}$, let us choose the bowl-shaped surface $S_{1}$ bounded by $C_{1}$. $\left[I_{\mathrm{c}}\right]_{S_{1}}$ is equal to zero since neither leg of the wire penetrates the surface. On the other hand, since half of the electric field flux emanating from the point charge penetrates the surfaces $S_{1}$ towards the side of advance of a right-hand screw as it is turned in the sense of $C_{1}$, $\left[I_{d}\right]_{S_{1}}$ is equal to $\frac{1}{2}\left(I_{1}-I_{2}\right) \mathrm{C} / \mathrm{sec}$. Thus, according to (4-80),

$$
\oint_{C_{1}} \mathbf{B} \cdot d \mathbf{l}=\frac{\mu_{0}}{2}\left(I_{1}-I_{2}\right)
$$

(b) To evaluate $\oint_{C_{2}} \mathbf{B} \cdot d \mathbf{l}$, let us choose the bowl-shaped surface $S_{2}$ bounded by $C_{2} .\left[I_{c}\right]_{s_{2}}$ is equal to $I_{1}$ since that leg of the wire penetrates the surface with the current flowing towards the side of advance of a right-hand screw as it is turned in the sense of $C_{2}$. On the other hand, the electric field flux of the point charge penetrates $S_{2}$ in the opposite sense, and since half of the flux emanating from the point charge penetrates $S_{2},\left[I_{d}\right]_{S_{2}}$ is equal to $-\frac{1}{2}\left(I_{1}-I_{2}\right) \mathrm{C} / \mathrm{sec}$. Thus, according to (4-80),

$$
\oint_{C_{2}} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left[I_{1}-\frac{1}{2}\left(I_{1}-I_{2}\right)\right]=\frac{\mu_{0}}{2}\left(I_{1}+I_{2}\right)
$$

Note that if $I_{1}=I_{2}=I, \oint_{C_{1}} \mathbf{B} \cdot d \mathbf{l}=0$ and $\oint_{C_{2}} \mathbf{B} \cdot d \mathbf{l}=\mu_{0} I$.

### 4.5 Modified Ampere's Circuital Law in Differential Form (Maxwell's Second Curl Equation for the Electromagnetic Field) and the Continuity Equation

In the previous section we introduced the modified Ampere's circuital lav in integral form, given by

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left\{\left[I_{c}\right]_{s}+\left[I_{d}\right]_{s}\right\} \tag{4-8}
\end{equation*}
$$

where $S$ is any surface bounded by $C,\left[I_{c}\right]_{S}$ is the current due to chargis flowing across $S$, and $\left[I_{d}\right]_{S}$ is the displacement current through $S$. For a volume current of density $\mathbf{J}$, we have

$$
\begin{equation*}
\left[I_{c}\right]_{S}=\int_{S} \mathbf{J} \cdot d \mathbf{S} \tag{4-9}
\end{equation*}
$$

Substituting for $\left[I_{c}\right]_{S}$ and $\left[I_{d}\right]_{S}$ in (4-80), we get

$$
\begin{equation*}
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left(\int_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}\right) \tag{4-9!'}
\end{equation*}
$$

According to Stokes' theorem, we have

$$
\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\int_{s}(\nabla \times \mathbf{B}) \cdot d \mathbf{S}
$$

where $S$ is any surface bounded by the contour $C$. In particular, choosing the same surface as for the integrals on the right side of (4-92), we obtain

$$
\begin{equation*}
\int_{S}(\boldsymbol{\nabla} \times \mathbf{B}) \cdot d \mathbf{S}=\mu_{0}\left(\int_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}\right) \tag{4-93}
\end{equation*}
$$

If the surface $S$ is stationary, that is, independent of time,

$$
\begin{equation*}
\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}=\int_{S} \frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}\right) \cdot d \mathbf{S} \tag{4-94}
\end{equation*}
$$

and (4-93) becomes

$$
\begin{equation*}
\int_{S}(\boldsymbol{\nabla} \times \mathbf{B}) \cdot d \mathbf{S}=\int_{S} \mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}\right)\right] \cdot d \mathbf{S} \tag{4-9ं5}
\end{equation*}
$$

Comparing the integrands on both sides of (4-95), we have

$$
\begin{equation*}
\nabla \times \mathbf{B}=\mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}\right)\right] \tag{4-9'6}
\end{equation*}
$$

Equation (4-96) is the differential form of the modified Ampere's circuital law and it is Maxwell's second curl equation for the electromagnetic fielld. While we have here derived (4-96) for a stationary $S$, it can be shown that it holds also for a time-varying surface $S$ due to a moving $C$, where $\mathbf{E}, \mathbf{B}$, andl $\mathbf{J}$ are the fields and the current density as viewed by a stationary observier. Following the terminology "displacement current" for the time rate of chan ge
of the flux of $\epsilon_{0} \mathbf{E}$, the time rate of change of $\epsilon_{0} \mathbf{E}$, that is $\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}\right)$ is known as the "displacement current density."

Example 4-9. In the previous section we deduced the magnetic field [Eq. (4-66)] due to a semiinfinitely long filamentary wire along which current flows to infinity from a source of point charge at the origin (Fig. 4.7). It is here desired to verify the result by using (4-96).

From the previous section, the magnetic field due to the wire is given at a point $(r, \phi, z)$ by

$$
\mathbf{B}=\frac{\mu_{0} I}{4 \pi r}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right) \mathbf{i}_{\phi}
$$

Hence

$$
\begin{align*}
\nabla \times \mathbf{B} & =\frac{\mathbf{i}_{r}}{r}\left[-\frac{\partial}{\partial z}\left(r B_{\phi}\right)\right]+\frac{\mathbf{i}_{z}}{r}-\left[\frac{\partial}{\partial r}\left(r B_{\phi}\right)\right] \\
& =\frac{\mu_{0} I}{4 \pi r}\left[-\mathbf{i}_{r} \frac{\partial}{\partial z}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)+\mathbf{i}_{z} \frac{\partial}{\partial r}\left(1+\frac{z}{\sqrt{z^{2}+r^{2}}}\right)\right] \\
& =-\frac{\mu_{0} I}{4 \pi\left(z^{2}+r^{2}\right)^{3 / 2}}\left(r \mathbf{i}_{r}+z \mathbf{i}_{z}\right) \tag{4-97}
\end{align*}
$$

Substituting $I=-d Q / d t$ in (4-97), we note that

$$
\begin{align*}
\boldsymbol{\nabla} \times \mathbf{B} & =\mu_{0} \epsilon_{0} \frac{d}{d t}\left[\frac{Q}{4 \pi \epsilon_{0}\left(z^{2}+\right.} \frac{\left.r^{2}\right)^{3 / 2}}{}\left(r \mathbf{i}_{r}+z \mathbf{i}_{z}\right)\right]  \tag{4-98}\\
& =\mu_{0} \epsilon_{0} \frac{\partial \mathbf{E}}{\partial t}
\end{align*}
$$

thereby satisfying (4-96) since $\mathbf{J}$ is zero at $(r, \phi, z)$.

Returning to Eq. (4-96) and taking the divergence of both sides, we have

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{B} & =\boldsymbol{\nabla} \cdot \mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}\right)\right] \\
& =\mu_{0}\left[\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \boldsymbol{\nabla} \cdot \mathbf{E}\right)\right] \tag{4-99}
\end{align*}
$$

Since $\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \mathbf{B} \equiv 0$, (4-99) gives us

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \nabla \cdot \mathbf{E}\right)=0 \tag{4-100}
\end{equation*}
$$

But, according to the law of conservation of charge,

$$
\begin{equation*}
\left[I_{c}\right]_{s}=-\frac{d Q}{d t} \tag{4-81}
\end{equation*}
$$

where $\left[I_{c}\right]_{S}$ is the current due to the flow of charges out of a closed surface $S$ and $Q$ is the charge enclosed by $S$. In terms of current density $\mathbf{J}$ and charge density $\rho,\left[I_{c}\right]_{S}$ and $Q$ are given by

$$
\begin{equation*}
\left[I_{c}\right]_{s}=\oint_{S} \mathbf{J} \cdot d \mathbf{S} \tag{4-101}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=\int_{V} \rho d v \tag{4-102}
\end{equation*}
$$

where $V$ is the volume bounded by $S$. Substituting (4-101) and (4-102) int, (4-81), we obtain

$$
\begin{equation*}
\oint_{S} \mathbf{J} \cdot d \mathbf{S}=-\frac{d}{d t} \int_{V} \rho d v \tag{4-103}
\end{equation*}
$$

Applying the divergence theorem to the left side of (4-103) and interchangin; the differentiation and integration operations on the right side, we get

$$
\begin{equation*}
\int_{V} \boldsymbol{\nabla} \cdot \mathbf{J} d v=-\int_{V} \frac{\partial \rho}{\partial t} d v \tag{4-10<}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{V}\left(\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}\right) d v=0 \tag{4-10!}
\end{equation*}
$$

Since (4-105) must be valid for any volume, it follows that

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}=0 \tag{4-106}
\end{equation*}
$$

Equation (4-106) is the law of conservation of charge in differential form. It is also known as the continuity equation. For static fields, $\partial \rho / \partial t=0$ and (4-106) reduces to $\boldsymbol{\nabla} \cdot \mathbf{J}=0$, which agrees with (3-113). Comparing (4-100) with (4-106), we have

$$
\frac{\partial}{\partial t}\left(\epsilon_{0} \nabla \cdot \mathbf{E}\right)=\frac{\partial \rho}{\partial t}
$$

or

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\epsilon_{0} \nabla \cdot \mathbf{E}-\rho\right)=0 \tag{4-107}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\epsilon_{0} \mathbb{R} \cdot \mathbf{E}-\rho\right)=\text { constant with time } \tag{4-108}
\end{equation*}
$$

The constant on the right side of (4-108) must, however, be equal to zero since a nonzero value at any point in space requires the existence forever of a source of nonsolenoidal electric field flux other than electric charge at that point. Thus we note that Maxwell's equation for the divergence of the timevarying electric field given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{E}=\frac{\rho}{\epsilon_{0}} \tag{4-109}
\end{equation*}
$$

follows from the Maxwell's equation for the curl of $\mathbf{B}$ given by (4-96) with the aid of the continuity equation (4-106).

### 4.6 Energy Storage in an Electric Field

In Section 2.8 we introduced the concept of potential difference between two points in an electric field as equal to the work done per unit charge in moving a test charge from one point to the other. In Section 2.9 we extended this to the concept of potential, which is simply the potential difference between two points, one of which is a reference point having zero potential. If we transfer a test charge from a point of higher potential to a point of lower potential, the field does the work and hence there is loss in potential energy of the system, which is supplied to the test charge. Where in the system does this energy come from? Alternatively, if we transfer the test charge from a point of lower potential to a point of higher potential, an external agent moving the charge has to do work, thus increasing the potential energy of the system. Where in the system does this energy expended by the external agent reside? Wherever in the system the energy may reside, a convenient way is to think of the energy as being stored in the electric field. In the first case, part of the stored energy in the field is expended in moving the test charge, whereas in the second case the energy expended by the external agent increases the stored energy.

Let us then consider a system of two point charges $Q_{1}$ and $Q_{2}$ situated an infinite distance apart so that no forces are exerted on either charge and hence the charges are in equilibrium. According to the definition of potential difference, an amount of work equal to $Q_{2}$ times the potential of $Q_{1}$ at $Q_{2}$ must be expended by an external agent to bring $Q_{2}$ close to $Q_{1}$ as shown in Fig. 4.11(a). Thus the potential energy of the system is increased by the amount

$$
\begin{equation*}
W_{2}=Q_{2} V_{2}^{1} \tag{4-110}
\end{equation*}
$$

where $V_{2}^{1}$ is the potential of $Q_{1}$ at the location of $Q_{2}$. If we start with a system of three charges $Q_{1}, Q_{2}, Q_{3}$ situated an infinite distance apart from each other, then the amount of work required to bring $Q_{2}$ and $Q_{3}$ close to $Q_{1}$ can be determined in two steps. First we bring $Q_{2}$ close to $Q_{1}$, for which the work required is given by (4-110). Then we bring $Q_{3}$ close to $Q_{1}$ as shown in Fig. 4.11(b). But, this time, we have to overcome not only the force exerted on $Q_{3}$ by $Q_{1}$ but also the force exerted by $Q_{2}$. Hence the required work is given by

$$
\begin{equation*}
W_{3}=Q_{3} V_{3}^{1}+Q_{3} V_{3}^{2} \tag{4-111}
\end{equation*}
$$

Thus the total work required to bring $Q_{2}$ and $Q_{3}$ close to $Q_{1}$ is

$$
\begin{equation*}
W_{e}=W_{2}+W_{3}=Q_{2} V_{2}^{1}+\left(Q_{3} V_{3}^{1}+Q_{3} V_{3}^{2}\right) \tag{4-112}
\end{equation*}
$$

The potential energy of the system is increased by the amount given by (4-112).

We can proceed in this manner and consider a system of $n$ point charges $Q_{1}, Q_{2}, Q_{3}, \ldots, Q_{n}$ initially located infinitely far apart from each other.


Fig. 4.11. Bringing point charges closer from infinity.
The total work required in bringing the charges close to each other is giver by

$$
\begin{align*}
W_{e} & =W_{2}+W_{3}+\cdots+W_{n} \\
& =Q_{2} V_{2}^{1}+\left(Q_{3} V_{3}^{1}+Q_{3} V_{3}^{2}\right)+\left(Q_{4} V_{4}^{1}+Q_{4} V_{4}^{2}+Q_{4} V_{4}^{3}\right)+\cdots \\
& =\sum_{i=2}^{n} \sum_{j=1}^{i-1} Q_{i} V_{i}^{j} \tag{4-13}
\end{align*}
$$

where $V_{l}^{l}$ is the potential of $Q_{j}$ at the location of $Q_{i}$. However, we note that

$$
\begin{equation*}
Q_{i} V_{i}^{j}=Q_{i} \frac{Q_{j}}{}=Q_{j} \frac{Q_{i}}{4 \pi \epsilon_{0} R_{i j}}=Q_{j} V_{j}^{i} \tag{4-14}
\end{equation*}
$$

Hence (4-113) may be written as

$$
\begin{align*}
W_{e} & =Q_{1} V_{1}^{2}+\left(Q_{1} V_{1}^{3}+Q_{2} V_{2}^{3}\right)+\left(Q_{1} V_{1}^{4}+Q_{2} V_{2}^{4}+Q_{3} V_{3}^{4}\right)+\cdots \\
& =\sum_{i=2}^{n} \sum_{j=1}^{1-1} Q_{j} V_{j}^{j} \tag{4-115}
\end{align*}
$$

Adding (4-113) and (4-115), we have

$$
\begin{align*}
2 W_{e}= & Q_{1}\left(V_{1}^{2}+V_{1}^{3}+V_{1}^{4}+\cdots\right) \\
& +Q_{2}\left(V_{2}^{1}+V_{2}^{3}+V_{2}^{4}+\cdots\right) \\
& +Q_{3}\left(V_{3}^{1}+V_{3}^{2}+V_{3}^{4}+\cdots\right) \\
& +\cdots \\
= & Q_{1}\left(\text { potential at } Q_{1} \text { due to all other charges }\right) \\
& +Q_{2}\left(\text { potential at } Q_{2} \text { due to all other charges }\right) \\
& +Q_{3}\left(\text { potential at } Q_{3} \text { due to all other charges }\right) \\
& +\cdots \\
= & Q_{1} V_{1}+Q_{2} V_{2}+Q_{3} V_{3}+\cdots \\
= & \sum_{i=1}^{n} Q_{i} V_{i} \tag{4-116}
\end{align*}
$$

where $V_{i}$ is the potential at $Q_{i}$ due to all other charges. Dividing both sides of (4-116) by 2 , we have

$$
\begin{equation*}
W_{e}=\frac{1}{2} \sum_{i=1}^{n} Q_{i} V_{i} \tag{4-117}
\end{equation*}
$$

Thus the potential energy stored in the system of $n$ point charges is given by (4-117).

Example 4-10. Three point charges of values 1,2 , and 3 C are situated at the corners of an equilateral triangle of sides 1 m . It is desired to find the work required to move these charges to the corners of an equilateral triangle of shorter sides $\frac{1}{2} \mathrm{~m}$ as shown in Fig. 4.12.

Fig. 4.12. Bringing three point charges from the corners of a larger equilateral triangle to the corners of a smaller equilateral triangle.


The potential energy stored in the system of three charges at the corners of the larger equilateral triangle is given by

$$
\begin{aligned}
\frac{1}{2} \sum_{i=1}^{3} Q_{i} V_{i} & =\frac{1}{2}\left[1\left(\frac{2}{4 \pi \epsilon_{0}}+\frac{3}{4 \pi \epsilon_{0}}\right)+2\left(\frac{1}{4 \pi \epsilon_{0}}+\frac{3}{4 \pi \epsilon_{0}}\right)+3\left(\frac{1}{4 \pi \epsilon_{0}}+\frac{2}{4 \pi \epsilon_{0}}\right)\right] \\
& =\frac{1}{2}\left[\frac{5+8+9}{4 \pi \epsilon_{0}}\right]=\frac{11}{4 \pi \epsilon_{0}} \mathrm{~N}-\mathrm{m}
\end{aligned}
$$

The potential energy stored in the system of three charges at the corners of the smaller equilateral triangle is equal to twice the above value since all distances are halved. The increase in potential energy of the system in going from the larger to the smaller equilateral triangle is equal to $11 / 4 \pi \epsilon_{0} \mathrm{~N}-\mathrm{m}$. Obviously, this increase in energy must be supplied by an external agent and hence the work required to move the charges to the corners of the equilateral triangle of sides $\frac{1}{2} \mathrm{~m}$ from the corners of the equilateral triangle of sides 1 m is equal to $11 / 4 \pi \epsilon_{0} \mathrm{~N}-\mathrm{m}$.

If we have a continuous distribution of charge with density $\rho(r, \theta, \phi)$ instead of an assembly of discrete charges, we can treat it as a continuous collection of infinitesimal charges of value $\rho(r, \theta, \phi) \Delta v$, each of which can be considered as a point charge, and obtain the potential energy of the system as

$$
\begin{align*}
& W_{e}=\frac{1}{2} \lim _{\Delta v \rightarrow 0} \sum[\rho(r, \theta, \phi) \Delta v] V(r, \theta, \phi) \\
& =\frac{1}{2} \int_{\substack{\text { volume } \\
\text { containing } \rho}} \rho V d v \tag{4-118a}
\end{align*}
$$

Similarly, for a surface charge distribution of density $\rho_{s}$ on a surface $S$, we have

$$
\begin{equation*}
W_{e}=\frac{1}{2}-\int_{S} \rho_{s} V d S \tag{4-11~kb}
\end{equation*}
$$

Thus far, we have found the potential energy of the charge distributon by considering the work done in assembling the system. We stated at the beginning of this section that the potential energy can be thought of as being stored in the electric field set up by the system of charges. If so, we should be able to express the energy in terms of the electric field. To do this, we substitute for $\rho$ in (4-118a) from (2-82) and obtain

$$
\begin{equation*}
W_{e}=\frac{1}{2} \cdot \int_{\substack{\text { volume } \\ \text { containing }}}\left(\epsilon_{0} \boldsymbol{\nabla} \cdot \mathbf{E}\right) V d v \tag{4-119}
\end{equation*}
$$

Since $\boldsymbol{\nabla} \cdot \mathbf{E}=0$ in the region not containing $\rho$, the value of the integrat on the right side of (4-119) is not altered if we change the volume of integration from the volume containing $\rho$ to the entire space. Thus

$$
\begin{equation*}
W_{e}=\frac{1}{2} \int_{\text {all space }}\left(\epsilon_{0} \boldsymbol{\nabla} \cdot \mathbf{E}\right) V d v \tag{4-120}
\end{equation*}
$$

We now use the vector identity

$$
\boldsymbol{\nabla} \cdot V \mathbf{E}=V \boldsymbol{\nabla} \cdot \mathbf{E}+\mathbf{E} \cdot \nabla V
$$

to replace $V \boldsymbol{\nabla} \cdot \mathbf{E}$ on the right side of $(4-120)$ by $\boldsymbol{\nabla} \cdot V \mathbf{E}-\mathbf{E} \cdot \boldsymbol{\nabla} V$ and obtain

$$
\begin{align*}
W_{e} & =\frac{1}{2}-\epsilon_{0} \int_{\text {all space }}(\boldsymbol{\nabla} \cdot V \mathbf{E}-\mathbf{E} \cdot \boldsymbol{\nabla} V) d v  \tag{4-121}\\
& =-\frac{1}{2}-\epsilon_{0} \int_{\text {all space }} \boldsymbol{\nabla} \cdot V \mathbf{E} d v+\frac{1}{2}-\epsilon_{0} \int_{\text {all space }} \mathbf{E} \cdot \mathbf{E} d v
\end{align*}
$$

where we have replaced $\boldsymbol{\nabla} V$ by $-\mathbf{E}$ in accordance with (2-138). Using the divergence theorem, we equate the first integral on the right side of (4-121) to a surface integral thus:

$$
\begin{equation*}
\int_{\text {all space }} \boldsymbol{\nabla} \cdot V \mathbf{E} d v=\int_{\substack{\text { surface } \\ \text { soun fing } \\ \text { ail space }}} V \mathbf{E} \cdot \mathbf{i}_{n} d S \tag{4-122}
\end{equation*}
$$

However, as viewed from a surface bounding all space, a charge distribution of finite volume appears as a point charge, say $Q$. Hence, as $r \rightarrow \infty$, we can write

$$
\begin{aligned}
& \mathbf{E} \longrightarrow \frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} \\
& V \longrightarrow \frac{Q}{4 \pi \epsilon_{0} r}
\end{aligned}
$$

$$
\begin{align*}
\int_{\substack{\text { surface } \\
\text { bound } \\
\text { and space }}} V \mathbf{E} \cdot \mathbf{i}_{n} d S & =\lim _{r \rightarrow \infty} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{Q}{4 \pi \epsilon_{0} r} \frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} \cdot r^{2} \sin \theta d \theta d \phi \mathbf{i}_{r} \\
& =\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \lim _{r \rightarrow \infty} \frac{Q^{2}}{\left(4 \pi \epsilon_{0}\right)^{2} r} \sin \theta d \theta d \phi=0 \tag{4-123}
\end{align*}
$$

Equation (4-123) holds also for a charge distribution of infinite extent, provided the electric field due to the charge distribution falls off at least as $\left(1 / r^{2}\right) \mathbf{i}$, and hence the potential falls off at least as $1 / r$. Thus (4-121) reduces to

$$
\begin{equation*}
W_{e}=\frac{1}{2} \epsilon_{0} \int_{\text {all space }} \mathbf{E} \cdot \mathbf{E} d v=\int_{\text {all space }}\left(\frac{1}{2}-\epsilon_{0} E^{2}\right) d v \tag{4-124}
\end{equation*}
$$

Equation (4-124) indicates clearly that the idea of energy residing in the electric field is a valid one provided we integrate $\frac{1}{2} \epsilon_{0} E^{2}$ throughout the entire space. The quantity $\frac{1}{2} \epsilon_{0} E^{2}$ is evidently the energy density in the electric field.

Example4-11. A volume charge is distributed throughout a sphere of radius $a$ meters, and centered at the origin, with uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$. We wish to find the energy stored in the electric field of this charge distribution.

From Example 2-6, the electric field of the uniformly distributed spherical charge, having its center at the origin, is given by

$$
\mathbf{E}= \begin{cases}\frac{\rho_{0} a^{3}}{3 \epsilon_{0} r^{2}} \mathbf{i}_{r} & \text { for } r>a \\ \frac{\rho_{0} r}{3 \epsilon_{0}} \mathbf{i}_{r} & \text { for } r<a\end{cases}
$$

Hence the energy density in the electric field is given by

$$
\frac{1}{2} \epsilon_{0} E^{2}= \begin{cases}\frac{\rho_{0}^{2} a^{6}}{18 \epsilon_{0} r^{4}} & \text { for } r>a \\ \frac{\rho_{0}^{2} r^{2}}{18 \epsilon_{0}} & \text { for } r<a\end{cases}
$$

The energy stored in the electric field is

$$
\begin{aligned}
W_{e}= & \int_{r=0}^{a} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{\rho_{\rho}^{2} r^{2}}{18 \epsilon_{0}^{2}} r^{2} \sin \theta d r d \theta d \phi \\
& +\int_{r=a}^{\infty} \int_{\theta=0}^{2 \pi} \int_{\phi=0}^{2 \pi} \frac{\rho_{0}^{2} a^{6}}{18 \epsilon_{0} r^{4}} r^{2} \sin \theta d r d \theta d \phi \\
= & \frac{4 \pi \rho_{\rho}^{2} a^{5}}{15 \epsilon_{0}}
\end{aligned}
$$

### 4.7 Energy Storage in a Magnetic Field

In the previous section we derived an expression for the energy density in an electric field by first finding the work required to be done by an exter 1 al agent in assembling a system of point charges and then extending the result to a continuous distribution of charge. Just as work is required for gather ng point charges from infinity, it requires work to gather a set of current loups from infinity. Just as we can interpret the energy expended by an exterial agent in assembling the charges as being stored in the electric field of he charges, we can think of the energy expended by an external agent in assembling the current loops as being stored in the magnetic field of the current loops. It is possible to derive an expression for the energy density in a magn tic field by starting with a set of current loops at infinity and proceeding is a similar manner as in the previous section. To simplify the derivation, we will, however, consider directly the building up of a solenoidal volume current distribution.

Let us then consider a solenoidal volume current distribution of density $\mathbf{J}$ in a volume $V$ where $\mathbf{J}$ increases linearly with time from zero to a value $\mathbf{J}_{0}$ in a time $t_{0}$, that is, $\mathbf{J}=\mathbf{J}_{0} t / t_{0}$. The magnetic field $\mathbf{B}$ associated with the current distribution also increases linearly with time, that is, $\mathbf{B}=\mathbf{B}_{0} t / t_{0}$. The time varying magnetic field induces an electric field in accordance with Faraday's law. The induced electric field exerts forces on charges constituting the current flow. The work done by these forces must be balanced by an external agent to maintain the current density at $\mathbf{J}_{0} t / t_{0}$ and hence is stored in the magnetic field as the potential energy associated with the current distribution.

To find this energy, let us divide the cross-sectional area $S$ of the current distribution into a number of infinitesimal areas $\Delta S_{i}$. Through each infinitesimal area, a current loop $C_{i}$ can be defined by the direction line of the current density vector $\mathbf{J}_{i}=\mathbf{J}_{i 0} t / t_{0}$ corresponding to that area as shown in Fig. 4-13. The current $I_{i}$ flowing around the loop $C_{i}$ is equal to $\mathbf{J}_{i} \cdot \Delta \mathbf{S}_{i}$. The amount of charge $d Q_{i}$ crossing $\Delta S_{i}$ in time $d t$ is equal to $I_{i} d t$. Denoting the induced electric field at the point occupied by $\Delta S_{i}$ to be $\mathbf{E}_{i}$, we obtain the force exerted by this field on the charge $d Q_{i}$ to be $d Q_{i} \mathbf{E}_{i}=I_{i} d t \mathbf{E}_{i}$. The work donel by this force as the charge $d Q_{i}$ is displaced by the infinitesimal distance $d \mathbf{l}_{i}$ along $\mathbf{J}_{i}$ is $I_{i} d t \mathbf{E}_{i} \cdot d \mathbf{l}_{i}$. Hence, the work required to be done against the induced electric field around the loop $C_{i}$ in time $d t$ is

$$
\begin{equation*}
d W_{m}=-\oint_{C_{\mathrm{t}}} I_{i} d t \mathbf{E}_{i} \cdot d \mathbf{l}_{i}=-\mathbf{I}_{i} d t \oint_{C_{\mathrm{t}}} \mathbf{E}_{i} \cdot d \mathbf{l}_{i} \tag{4-125}
\end{equation*}
$$

Using Faraday's law and substituting $\mathbf{B}=\boldsymbol{\nabla} \times \mathbf{A}$ and then using Stoke's theorem, we have

Fig. 4.13. Division of a solenoidal continuous distribution of current into a number of solenoidal current tubes having infinitesimal cross-sectional areas.


$$
\begin{align*}
\oint_{C_{t}} \mathbf{E}_{i} \cdot d \mathbf{l}_{i} & =-\frac{d}{d t} \int_{S_{t}} \mathbf{B} \cdot d \mathbf{S}  \tag{4-126}\\
& =-\frac{d}{d t} \int_{S_{t}}(\nabla \times \mathbf{A}) \cdot d \mathbf{S}=-\frac{d}{d t} \oint_{C_{t}} \mathbf{A}_{i} \cdot d \mathbf{l}_{t}
\end{align*}
$$

where $\mathbf{A}$ is the magnetic vector potential associated with $\mathbf{B}$ and $S_{i}$ is any surface bounded by $C_{i}$. In view of the linear increase of $\mathbf{B}$ with time, $\mathbf{A}$ also increases linearly with time. Thus, denoting $\mathbf{A}_{i}=\mathbf{A}_{i 0} t / t_{0}$, we have

$$
\begin{equation*}
\oint_{c_{t}} \mathbf{E}_{i} \cdot d \mathbf{l}_{i}=-\frac{d}{d t} \oint_{c_{t}} \mathbf{A}_{i 0} \frac{t}{t_{0}} \cdot d \mathbf{l}_{i}=-\oint_{c_{\mathrm{t}}} \frac{\mathbf{A}_{i 0}}{t_{0}} \cdot d \mathbf{l}_{i} \tag{4-127}
\end{equation*}
$$

Substituting (4-127) into (4-125), we obtain

$$
\begin{equation*}
d W_{m}=I_{i} d t \oint_{c_{t}} \frac{\mathbf{A}_{i 0}}{t_{0}} \cdot d \mathbf{l}_{i} \tag{4-128}
\end{equation*}
$$

The total work required to be done by an external agent from $t=0$ to $t$ and for the entire current distribution is then given by

$$
\begin{align*}
W_{m} & =\sum_{i} \int_{t=0}^{t} I_{i} d t \oint_{c_{t}} \frac{\mathbf{A}_{i 0}}{t_{0}} \cdot d \mathbf{l}_{i} \\
& =\sum_{i} \oint_{C_{i}} \int_{t=0}^{t}\left(\frac{\mathbf{J}_{i 0} t}{t_{0}} \cdot \Delta \mathbf{S}_{i}\right)\left(\frac{\mathbf{A}_{i 0}}{t_{0}} \cdot d \mathbf{l}_{i}\right) \\
& =\sum_{i} \frac{1}{2} \oint_{C_{t}}\left(\frac{\mathbf{J}_{i 0} t}{t_{0}} \cdot \Delta \mathbf{S}_{i}\right)\left(\frac{\mathbf{A}_{i 0} t}{t_{0}} \cdot d \mathbf{l}_{i}\right)  \tag{4-129}\\
& =\sum_{i} \frac{1}{2} \oint_{C_{i}}\left(\mathbf{J}_{i} \cdot \Delta \mathbf{S}_{i}\right)\left(\mathbf{A}_{i} \cdot d \mathbf{l}_{i}\right) \\
& =\sum_{i} \frac{1}{2} \oint_{C_{t}}\left(\mathbf{J}_{i} \cdot \mathbf{A}_{i}\right)\left(\Delta \mathbf{S}_{i} \cdot d \mathbf{l}_{i}\right)
\end{align*}
$$

since $\mathbf{J}_{i}$ and $d \mathbf{l}_{i}$ are parallel. Now, in the limit that all $\Delta \mathbf{S}_{i} \rightarrow 0$, the summation on the right side of $(4-129)$ becomes an integral to give us the potent al energy associated with the volume current distribution as

$$
\begin{align*}
W_{m} & =\frac{1}{2} \int_{S} \oint_{C}(\mathbf{J} \cdot \mathbf{A})(d \mathbf{S} \cdot d \mathbf{l})  \tag{a}\\
& =\frac{1}{2} \int_{\substack{\text { volume } \\
\text { containing }}} \mathbf{J} \cdot \mathbf{A} d v
\end{align*}
$$

Similarly, for a surface current distribution of density $\mathbf{J}_{s}$ on a surface $S$, we have

$$
\begin{equation*}
W_{m}=\frac{1}{2} \int_{S} \mathbf{J}_{s} \cdot \mathbf{A} d \mathbf{S} \tag{4-13Cb}
\end{equation*}
$$

To express the energy in terms of the magnetic field, we substitute for $\mathbf{J}$ in (4-130a) from (3-76) [instead of from (4-96)], in view of the solenoidal nature of $\mathbf{J}$, and obtain

$$
\begin{equation*}
W_{m}=\frac{1}{2} \int_{\substack{\text { volume } \\ \text { containing }}} \frac{1}{\mu_{0}} \nabla \times \mathbf{B} \cdot \mathbf{A} d v \tag{4-131}
\end{equation*}
$$

Since $\boldsymbol{\nabla} \times \mathbf{B}=0$ in the region not containing $\mathbf{J}$ [using again (3-76) instead of (4-96) for the same reason], the value of the integral on the right side of (4-131) is not altered if we change the volume of integration from the volume containing $\mathbf{J}$ to the entire space. Thus

$$
\begin{equation*}
W_{m}=\frac{1}{2} \int_{\text {all space }} \frac{1}{\mu_{0}} \nabla \times \mathbf{B} \cdot \mathbf{A} d v \tag{4-132}
\end{equation*}
$$

We now use the vector identity

$$
\boldsymbol{\nabla} \cdot(\mathbf{A} \times \mathbf{B})=\mathbf{B} \cdot \boldsymbol{\nabla} \times \mathbf{A}-\mathbf{A} \cdot \boldsymbol{\nabla} \times \mathbf{B}
$$

to replace $\boldsymbol{\nabla} \times \mathbf{B} \cdot \mathbf{A}$ on the right side of (4-132) by $\mathbf{B} \cdot \boldsymbol{\nabla} \times \mathbf{A}-\boldsymbol{\nabla} \cdot(\mathbf{A} \times \mathbf{B})$ and obtain

$$
\begin{align*}
W_{m} & =\frac{1}{2 \mu_{0}} \int_{\text {all space }}[\mathbf{B} \cdot \boldsymbol{\nabla} \times \mathbf{A}-\mathbf{\nabla} \cdot(\mathbf{A} \times \mathbf{B})] d v  \tag{4-133}\\
& =\frac{1}{2 \mu_{0}} \int_{\text {all space }} \mathbf{B} \cdot \mathbf{B} d v-\frac{1}{2 \mu_{0}} \int_{\text {all space }} \boldsymbol{\nabla} \cdot(\mathbf{A} \times \mathbf{B}) d v
\end{align*}
$$

where we have replaced $\boldsymbol{\nabla} \times \mathbf{A}$ by $\mathbf{B}$ in accordance with (3-82). Using the divergence theorem, we equate the second integral on the right side of (4-133) to a surface integral thus:

$$
\begin{equation*}
\int_{\text {all space }} \boldsymbol{\nabla} \cdot(\mathbf{A} \times \mathbf{B}) d v=\int_{\substack{\text { sunfraze } \\ \text { sounding } \\ \text { ail space }}}(\mathbf{A} \times \mathbf{B}) \cdot \mathbf{i}_{n} d S \tag{4-134}
\end{equation*}
$$

However, as viewed from a surface bounding all space, a solenoidal current distribution of finite volume appears as a dipole moment, say m. Hence, as $r \rightarrow \infty$, we can write

$$
\begin{aligned}
& \mathbf{B} \longrightarrow \frac{\mu_{0} m}{4 \pi r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \\
& \mathbf{A} \longrightarrow \frac{\mu_{0} m}{4 \pi r^{2}} \sin \theta \mathbf{i}_{\phi}
\end{aligned}
$$

where the $z$ axis is chosen to be along the direction of $\mathbf{m}$. Thus

$$
|\mathbf{A} \times \mathbf{B}| \sim \frac{1}{r^{5}}
$$

whereas

$$
d S \sim r^{2}
$$

so that the integral on the right side of (4-134) is zero. This is true also for a current distribution of infinite extent, provided the magnetic flux density due to the current distribution falls off at least as $1 / r^{2}$ and hence the magnetic vector potential falls off at least as $1 / r$. Equation (4-133) then reduces to

$$
\begin{equation*}
W_{m}=\frac{1}{2 \mu_{0}} \int_{\text {all space }} \mathbf{B} \cdot \mathbf{B} d v=\int_{\text {all space }}\left(\frac{1}{2} \frac{B^{2}}{\mu_{0}}\right) d v \tag{4-135}
\end{equation*}
$$

Equation (4-135) indicates clearly that the idea of energy residing in the magnetic field is a valid one provided we integrate $\frac{1}{2} B^{2} / \mu_{0}$ throughout the entire space. The quantity $\frac{1}{2} B^{2} / \mu_{0}$ is evidently the energy density in the magnetic field.

Example 4-12. Current $I$ flows in the $+z$ direction with uniform density on the cylindrical surface $r=a$ and returns in the $-z$ direction with uniform density on a second cylindrical surface $r=b$ so that the surface current distribution is given by

$$
\mathbf{J}_{s}=\left\{\begin{array}{rl}
\frac{\mathbf{I}}{2 \pi a} \mathbf{i}_{z} & r=a \\
-\frac{I}{2 \pi b} \mathbf{i}_{z} & r=b
\end{array}\right.
$$

We wish to find the energy stored in the magnetic field per unit length of the current distribution.

From application of Ampere's circuital law in integral form, we obtain the magnetic flux density due to the given current distribution as

$$
\mathbf{B}= \begin{cases}0 & r<a  \tag{4-136}\\ \frac{\mu_{0} I}{2 \pi r} \mathbf{i}_{\phi} & a<r<b \\ 0 & r>b\end{cases}
$$

Since $\mathbf{B}$ is zero for $r>b$, the integral on the right side of (4-134) is zero so that we can use (4-135) for computing the energy. If we have a situation in which current flows on one surface in one direction and does not return on another surface, then the magnetic field will not be zero at $r=\infty$. In fast, it falls off as $1 / r$ and the magnetic vector potential varies as $\ln r$ so that $|\mathbf{A} \times \mathbf{B}| \sim(1 / r) \ln r$. But since $d S \sim r,(4-134)$ does not reduce to zero. In such a case, we have to include the second term on the right side of (4-133) to compute $W_{m}$. However, in all physical situations, the current does return in the opposite direction on another surface and hence the magnetic field is zero at $r=\infty$. Now, returning to the solution of the example under consideration, we obtain, upon substitution of (4-136) into (4-135),

$$
\begin{align*}
W_{m} & =\int_{z=-\infty}^{\infty} \int_{r=a}^{b} \int_{\phi=0}^{2 \pi} \frac{1}{2 \mu_{0}}\left(\frac{\mu_{0} I}{2 \pi r}\right)^{2} r d r d \phi d z \\
& =\int_{z=-\infty}^{\infty}\left(\frac{\mu_{0} I^{2}}{4 \pi} \ln \frac{b}{a}\right) d z
\end{align*}
$$

Thus the energy stored in the magnetic field per unit length of the current distribution is $\left(\mu_{0} I^{2} / 4 \pi\right) \ln (b / a)$.

### 4.8 Power Flow in an Electromagnetic Field; The Poynting Vector

In Section 4.6 we showed that the potential energy associated with a charge distribution can be thought of as residing in the electric field $\mathbf{E}$ set up by the charge distribution, with the energy density equal to $\frac{1}{2} \epsilon_{0} E^{2}$. Similarly, in Section 4.7 we showed that the potential energy associated with a current distribution can be thought of as residing in the magnetic field $\mathbf{B}$ set up by the current distribution, with the energy density equal to $\frac{1}{2} B^{2} / \mu_{0}$. Let us now consider a point charge $Q$ moving with a velocity $\mathbf{v}$ in a region of electromagnetic field characterized by electric and magnetic fields E and B. According to the Lorentz force equation, the force experienced by the point charge is given by

$$
\mathbf{F}=Q(\mathbf{E}+\mathbf{v} \times \mathbf{B})
$$

The work done by the force in displacing the charge by an infinitesirnal distance $d \mathrm{I}$ is

$$
\begin{align*}
d W & =\mathbf{F} \cdot d \mathbf{l}=Q(\mathbf{E}+\mathbf{v} \times \mathbf{B}) \cdot d \mathbf{l} \\
& =Q \mathbf{E} \cdot d \mathbf{l}+Q \frac{d \mathbf{l}}{d t} \times \mathbf{B} \cdot d \mathbf{l}  \tag{4-1.38}\\
& =Q \mathbf{E} \cdot d \mathbf{l}=Q \mathbf{E} \cdot \mathbf{v} d t
\end{align*}
$$

This amount of work is done by the fields and the time rate at which it is done or the power supplied by the fields for the motion of the charge is

$$
\begin{equation*}
\frac{d W}{d t}=Q \mathbf{E} \cdot \mathbf{v} \tag{4-139}
\end{equation*}
$$

If we have a volume charge distribution of density $\rho$ instead of a point charge $Q$, we can divide the volume into a number of infinitesimal volumes $d v$ and consider the charge $\rho d v$ in each infinitesimal volume as a point charge. Substituting $Q=\rho d v$ in (4-139), we then have the power supplied by the field for the motion of the charge $\rho d v$ as

$$
\begin{equation*}
\frac{d W}{d t}=\rho d v \mathbf{E} \cdot \mathbf{v} \tag{4-140}
\end{equation*}
$$

The power supplied by the field to the entire volume charge distribution is given by the integral of $(4-140)$ over the volume of the charge distribution. Thus, if a volume charge of density $\rho(r, \theta, \phi)$ is moving with a velocity $\mathbf{v}(r, \theta, \phi)$ in the region $V$ of an electromagnetic field characterized by electric and magnetic fields $\mathbf{E}(r, \theta, \phi)$ and $\mathbf{B}(r, \theta, \phi)$, respectively, thereby constituting a current of density $\mathbf{J}(r, \theta, \phi)$, the power expended by the electromagnetic field is given by

$$
\begin{equation*}
P_{d}=\int_{V} \rho d v \mathbf{E} \cdot \mathbf{v}=\int_{V} \mathbf{E} \cdot \mathbf{J} d v \tag{4-141}
\end{equation*}
$$

where we have substituted $\mathbf{J}$ for $\rho \mathbf{v}$ in accordance with (3-10).
We now make use of the vector identity

$$
\boldsymbol{\nabla} \cdot(\mathbf{E} \times \mathbf{B})=\mathbf{B} \cdot \boldsymbol{\nabla} \times \mathbf{E}-\mathbf{E} \cdot \boldsymbol{\nabla} \times \mathbf{B}
$$

and Maxwell's curl equations

$$
\begin{aligned}
& \nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} \\
& \nabla \times \mathbf{B}=\mu_{0}\left(\mathbf{J}+\epsilon_{0} \frac{\partial \mathbf{E}}{\partial t}\right)
\end{aligned}
$$

to obtain

$$
\begin{equation*}
\nabla \cdot(\mathbf{E} \times \mathbf{B})=-\mathbf{B} \cdot \frac{\partial \mathbf{B}}{\partial t}-\mu_{0} \mathbf{E} \cdot \mathbf{J}-\mu_{0} \epsilon_{0} \mathbf{E} \cdot \frac{\partial \mathbf{E}}{\partial t} \tag{4-142}
\end{equation*}
$$

Noting that

$$
\mathbf{B} \cdot \frac{\partial \mathbf{B}}{\partial t}=\frac{\partial}{\partial t}\left(\frac{1}{2} \mathbf{B} \cdot \mathbf{B}\right)
$$

and

$$
\mathbf{E} \cdot \frac{\partial \mathbf{E}}{\partial t}=\frac{\partial}{\partial t}\left(\frac{1}{2} \mathbf{E} \cdot \mathbf{E}\right)
$$

(4-142) can be written as

$$
\begin{equation*}
\mathbf{E} \cdot \mathbf{J}+\frac{\partial}{\partial \bar{t}}\left(\frac{1}{2 \mu_{0}} \mathbf{B} \cdot \mathbf{B}\right)+\frac{\partial}{\partial t}\left(\frac{1}{2}-\epsilon_{0} \mathbf{E} \cdot \mathbf{E}\right)=-\mathbf{\nabla} \cdot\left(\mathbf{E} \times \frac{\mathbf{B}}{\mu_{0}}\right) \tag{4-143}
\end{equation*}
$$

Defining a vector $\mathbf{P}$ given by

$$
\begin{equation*}
\mathbf{P}=\mathbf{E} \times \frac{\mathbf{B}}{\mu_{0}} \tag{4-144}
\end{equation*}
$$

and taking the volume integral on both sides of (4-143) over the volume $V$, we obtain

$$
\begin{array}{r}
\int_{V} \mathbf{E} \cdot \mathbf{J} d v+\int_{V} \frac{\partial}{\partial t}\left(\frac{1}{2 \mu_{0}} \mathbf{B} \cdot \mathbf{B}\right) d v+\int_{V} \frac{\partial}{\partial \tilde{t}}\left(\frac{1}{2}-\epsilon_{0} \mathbf{E} \cdot \mathbf{E}\right) d v  \tag{4-145}\\
=-\int_{V} \boldsymbol{\nabla} \cdot \mathbf{P} d v
\end{array}
$$

Interchanging the differentiation operation with time and integration over volume in the second and third terms on the left side of (4-145) and replacirg the volume integral on the right side of (4-145) by a closed surface integral in accordance with the divergence theorem, we get

$$
\begin{array}{r}
\int_{V} \mathbf{E} \cdot \mathbf{J} d v+\frac{\partial}{\partial \bar{t}} \int_{V}\left(\frac{1}{2 \mu_{0}} \mathbf{B} \cdot \mathbf{B}\right) d v+\frac{\partial}{\partial \bar{t}} \int_{V}  \tag{}\\
\left(\frac{1}{2}-\epsilon_{0} \mathbf{E} \cdot \mathbf{E}\right) d v \\
=-\oint_{S} \mathbf{P} \cdot d \mathbf{S}
\end{array}
$$

where $S$ is the surface bounding the volume $V$.
On the left side of (4-146), the second and third terms represent the time rate of increase of energy stored in the magnetic and electric fields, respectively, in the volume $V$. Thus the left side is the sum of the power expended by the fields due to the motion of the charge and the time rate of increase of stored energy in the fields. Obviously then, the right side of (4-146) must represent the power flow into the volume $V$ across the surface $S$, or

$$
\begin{equation*}
\text { the power flow out of volume } V \text { across the surface } S=\oint_{S} \mathbf{P} \cdot d \mathbf{S} \tag{4-147}
\end{equation*}
$$

It then follows that the vector $\mathbf{P}$ has the meaning of power density associated with the electromagnetic field at a point. The statement represented by (4-146) is known as Poynting's theorem after J. H. Poynting, who derived it in 1884, and the vector $\mathbf{P}$ is known as the Poynting vector. We note that the units of $\mathbf{P}=\mathbf{E} \times \mathbf{B} / \mu_{0}$ are

$$
\begin{aligned}
\frac{\text { newtons }}{\text { coulomb }} & \times \frac{\text { newton-seconds }}{\text { coulomb-meter }} \div \frac{\text { newtons }}{(\text { ampere })^{2}} \\
& =\frac{\text { newton-amperes }}{\text { coulomb-meter }}=\frac{\text { newtons }}{\text { second-meter }} \\
& =\frac{\text { newton-meters }}{\text { second }} \times \frac{1}{(\text { meter })^{2}}=\frac{\text { watts }}{(\text { meter })^{2}}
\end{aligned}
$$

and do indeed represent units of power density.
Caution must be exercised in the interpretation of the Poynting vectior $\mathbf{P}$ as representing the power density at a point, since we can add to $\mathbf{P}$ on the right side of (4-146) any vector for which the surface integral over $S$ vanishes, without affecting the equation. On the other hand, the interpretation of $\int_{V}(\nabla \cdot \mathbf{P}) d v=\oint_{S} \mathbf{P} \cdot d \mathbf{S}$ as the power flow out of the volume $V$ boundled by $S$ should always give the correct answer. For example, let us consider a region free of charges and currents in which static electric and magnetic
fields $\mathbf{E}$ and $\mathbf{B}$ exist. For such a situation, although $\mathbf{E} \times \mathbf{B}$ can be nonzero, $\boldsymbol{\nabla} \cdot(\mathbf{E} \times \mathbf{B})=\mathbf{B} \cdot(\boldsymbol{\nabla} \times \mathbf{E})-\mathbf{E} \cdot(\boldsymbol{\nabla} \times \mathbf{B})=0$ since $\boldsymbol{\nabla} \times \mathbf{E}=0$ for a static electric field and $\boldsymbol{\nabla} \times \mathbf{B}=0$ for a static magnetic field in a currentfree region. The fact that $\boldsymbol{\nabla} \cdot(\mathbf{E} \times \mathbf{B})=0$ is consistent with the physical situation, since there is no change with time in the energy stored in the static electric and magnetic fields and hence there is no power flow associated with the fields. Thus the interpretation of the Poynting vector as the power density vector at a point in an electromagnetic field is strictly valid only in the sense that $\oint_{S} \mathbf{P} \cdot d \mathbf{S}$ gives the correct result for the power flow across the closed surface $S$.

ExAMPLE 13 . The electric field intensity $\mathbf{E}$ in the radiation field of an antenna located at the origin of a spherical coordinate system is given by

$$
\mathbf{E}=\frac{E_{0} \sin \theta}{r} \cos (\omega t-\beta r) \mathbf{i}_{\theta}
$$

where $E_{0}, \omega$, and $\beta\left(=\omega \sqrt{\mu_{0} \epsilon_{0}}\right)$ are constants. It is desired to find the magnetic field $\mathbf{B}$ associated with this electric field and then find the power radiated by the antenna by integrating the Poynting vector over a spherical surface of radius $r$ centered at the antenna.

From Maxwell's equation for the curl of $\mathbf{E}$, we have

$$
\begin{aligned}
-\frac{\partial \mathbf{B}}{\partial t} & =\boldsymbol{\nabla} \times \mathbf{E} \\
& =\left|\begin{array}{ccc}
\frac{\mathbf{i}_{r}}{r^{2} \sin \theta} & \frac{\mathbf{i}_{\theta}}{r \sin \theta} & \frac{\mathbf{i}_{\phi}}{r} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \phi} \\
0 & E_{0} \sin \theta \cos (\omega t-\beta r) & 0
\end{array}\right| \\
& =\frac{\beta}{r} E_{0} \sin \theta \sin (\omega t-\beta r) \mathbf{i}_{\phi}
\end{aligned}
$$

and

$$
\mathbf{B}=\frac{\beta E_{0}}{\omega r} \sin \theta \cos (\omega t-\beta r) \mathbf{i}_{\phi}
$$

The Poynting vector is then given by

$$
\begin{aligned}
\mathbf{P} & =\mathbf{E} \times \frac{\mathbf{B}}{\mu_{0}} \\
& =\frac{1}{\mu_{0}}\left|\begin{array}{cc}
\mathbf{i}_{r} & \mathbf{i}_{\theta} \\
0 & \frac{E_{0} \sin \theta}{r} \cos (\omega t-\beta r) \\
0 & \frac{\beta E_{0}}{\omega r} \sin \theta \cos (\omega t-\beta r)
\end{array}\right| \\
& =\frac{\beta E_{0}^{2} \sin ^{2} \theta}{\mu_{0} \omega r^{2}} \cos ^{2}(\omega t-\beta r) \mathbf{i}_{r}
\end{aligned}
$$

The power radiated by the antenna

$$
\begin{aligned}
& =\oint_{\substack{\text { spherical surface } \\
\text { of radiur }}} \mathbf{P} \cdot d \mathbf{S} \\
& =\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{\beta E_{0}^{2} \sin ^{2} \theta}{\mu_{0} \omega r^{2}} \cos ^{2}(\omega t-\beta r) \mathbf{i}_{r} \cdot r^{2} \sin \theta d \theta d \phi \mathbf{i}_{r} \\
& =\frac{2 \pi \beta E_{0}^{2} \cos ^{2}(\omega t-\beta r)}{\mu_{0} \omega} \int_{\theta=0}^{\pi} \sin ^{3} \theta d \theta \\
& =\frac{8 \pi \beta E_{0}^{2} \cos ^{2}(\omega t-\beta r)}{3 \mu_{0} \omega}
\end{aligned}
$$

### 4.9 The Phasor Concept and the Phasor Representation of Sinusoidally Time-Varying Fields and Maxwell's Equations for Sinusoidally Time-Varying Fields

In developing the electromagnetic field equations, we have thus far considered the time variation of the fields and the associated source quantities to be completely arbitrary. A very important special case of variation with time of the field and source quantities is the sinusoidal steady-state variation.
Among the reasons for this importance are that, in practice, we do encounter such fields and that any function whose time variation is arbitrary can lbe expressed, in general, as an infinite sum of sinusoidal functions having a discrete or continuous spectrum of frequencies, depending upon whether the function is periodic or not. We therefore devote special attention to sinusoidally time-varying fields. In dealing with sinusoidally time-varying quantities, the phasor approach is convenient, as the student may have already learned in circuit analysis. However, we will here review the phasor concept and illustrate why it is convenient before applying it to electromagnetic fields.

A phasor is nothing but a complex number. It is represented graphically by the line drawn from the origin to the point, in the complex plane, corresponding to the complex number as shown in Fig. 4.14. The length of the line is equal to the magnitude of the complex number and the angle that the line makes with the positive real axis is the angle of the complex number. Sinusoidal functions of time are represented by phasors. In particular, when the sinusoidal function is expressed in cosinusoidal form, that is, in the form $A \cos (\omega t+\phi)$, the magnitude of the phasor is equal to the magnitude $A$ of the cosinusoidal function and the angle of the phasor is equal to the phase angle $\phi$ of the cosinusoidal function for $t=0$. The real part of the phasor is equal to $A \cos \phi$, which is the value of the function at $t=0$. If we now imagine the phasor to be rotating about the origin in the counterclockwise direction at the rate of $\omega \mathrm{rad} / \mathrm{sec}$ as shown in Fig. 4.14, we can see that the instantaneous angle of the phasor is $(\omega t+\phi)$ and hence the


Fig. 4.14. Graphical representation of a phasor.
time variation of its projection on the real axis describes the time variation of the cosinusoidal function.

To illustrate why the phasor approach is convenient for solving sinusoidal steady-state problems, we consider the simple circuit shown in Fig. 4.15 in which a source of voltage $V(t)=V_{m} \cos (\omega t+\phi)$ drives a series combination of inductance $L$ and resistance $R$. We will first find the solution for the current $I(t)$ in the steady state without using the phasor approach. Using Kirchhoff's voltage law, we have

$$
\begin{equation*}
L \frac{d I(t)}{d t}+R I(t)=V_{m} \cos (\omega t+\phi) \tag{4-148}
\end{equation*}
$$

We know that the solution for the current in the steady state must also be a cosine function having the same frequency as that of the source voltage


Fig. 4.15. A series $R L$ circuit driven by a sinusoidally timevarying voltage source.
but having different magnitude and different phase angle in general. Thus let us assume the solution to be $I(t)=I_{m} \cos (\omega t+\theta)$. Substituting this solution in the differential equation, we have

$$
L \frac{d}{d t}\left[I_{m} \cos (\omega t+\theta)\right]+R I_{m} \cos (\omega t+\theta)=V_{m} \cos (\omega t+\phi)
$$

or

$$
\begin{align*}
& \left(-\omega L I_{m} \sin \omega t \cos \theta-\omega L I_{m} \cos \omega t \sin \theta\right. \\
& \left.+R I_{m} \cos \omega t \cos \theta-R I_{m} \sin \omega t \sin \theta\right)  \tag{4-149}\\
& =V_{m} \cos \omega t \cos \phi-V_{m} \sin \omega t \sin \phi
\end{align*}
$$

Since (4-149) must be true for all values of time, the coefficients of $\sin \omega t$ on either side of it must be equal and, similarly, the coefficients of $\cos \omega t$ on either side of it must also be equal. Thus we have

$$
\begin{align*}
& -\omega L I_{m} \cos \theta-R I_{m} \sin \theta=-V_{m} \sin \phi  \tag{4-150a}\\
& --\omega L I_{m} \sin \theta+R I_{m} \cos \theta=V_{m} \cos \phi \tag{4-150~b}
\end{align*}
$$

Squaring (4-150a) and (4-150b) and adding, we obtain

$$
V_{m}^{2}=\omega^{2} L^{2} I_{m}^{2}+R^{2} I_{m}^{2}
$$

or

$$
\begin{equation*}
I_{m}=\frac{V_{m}}{\sqrt{R^{2}+\omega^{2} L^{2}}} \tag{4-151}
\end{equation*}
$$

Multiplying (4-150a) by $\cos \theta$ and (4-150b) by $\sin \theta$ and adding, we get

$$
\begin{equation*}
\omega L I_{m}=V_{m} \sin (\phi-\theta) \tag{4-152a}
\end{equation*}
$$

Similarly, multiplying (4-150a) by $-\sin \theta$ and (4-150b) by $\cos \theta$ and adding, we get

$$
\begin{equation*}
R I_{m}=V_{m} \cos (\phi-\theta) \tag{4-152b}
\end{equation*}
$$

From (4-152a) and (4-152b), we have

$$
\tan (\phi-\theta)=\frac{\omega L}{R}
$$

or

$$
\begin{equation*}
\theta=\phi-\tan ^{-1} \frac{\omega L}{R} \tag{4-153}
\end{equation*}
$$

Hence the solution for $I(t)$ in the steady state is given by

$$
\begin{equation*}
I(t)=\frac{V_{m}}{\sqrt{R^{2}+\omega^{2} L^{2}}} \cos \left(\omega t+\phi-\tan ^{-1} \frac{\omega L}{R}\right) \tag{4-154}
\end{equation*}
$$

Let us now use the phasor concept to solve the same simple problem. Noting that

$$
\begin{equation*}
V_{m} \cos (\omega t+\phi)=\mathcal{P} \mathscr{E}\left[V_{m} e^{j(\omega t+\phi)}\right] \tag{4-155a}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{m} \cos (\omega t+\theta)=\overparen{(C}\left[I_{m} e^{j(\omega t+\theta)}\right] \tag{4-155.5}
\end{equation*}
$$

where $\mathcal{P} e$ stands for "the real part of," we have from (4-148),

$$
\begin{equation*}
L-\frac{d}{d t}\left\{\mathcal{R} \mathscr{L}\left[I_{m} e^{j(\omega t+\theta)}\right]\right\}+R\left\{\mathcal{R} \mathscr{C}\left[I_{m} e^{j(\omega t+\theta)}\right]\right\}=\mathcal{R} \mathscr{C}\left[V_{m} e^{j(\omega t+\phi)}\right] \tag{4-156}
\end{equation*}
$$

However, since $L$ and $R$ are constants and also since $d / d t$ and $\mathcal{R e}$ can be interchanged, we can simplify (4-156) in accordance with the following steps:

$$
\begin{align*}
& \mathcal{R} \mathscr{C}\left\{\frac{d}{d t}\left[L I_{m} e^{j(\omega t+\theta)}\right]\right\}+\mathcal{R} \mathscr{C}\left[R I_{m} e^{j(\omega t+\theta)}\right]=\operatorname{Re}\left[V_{m} e^{j(\omega t+\phi)}\right] \\
& \mathfrak{R} \mathscr{C}\left[j \omega L I_{m} e^{j(\omega t+\theta)}\right]+\mathscr{R} \mathscr{C}\left[R I_{m} e^{j(\omega t+\theta)}\right]=\mathcal{R} \mathscr{C}\left[V_{m} e^{j(\omega t+\phi)}\right]  \tag{4-157}\\
& \mathcal{P} \mathscr{C}\left[(R+j \omega L) I_{m} e^{j(\omega t+\theta)}\right]=\operatorname{Re} \mathscr{}\left[V_{m} e^{j(\omega t+\phi)}\right]
\end{align*}
$$

Equation (4-157) states that the real parts of two complex numbers are equal. Does this mean that the two complex numbers are equal? No, not in general! For example, consider $4+j 2$ and $4+j 5$. Their real parts are equal but the numbers themselves are not equal. However, (4-157) must hold for all values of time. Let us consider two times $t_{1}$ and $t_{2}$ corresponding to ( $\omega t+\theta$ ) equal to zero and $(\omega t+\theta$ ) equal to $\pi / 2$, respectively. Then, for time $t_{1}$, we have

$$
\begin{equation*}
\mathfrak{R e}\left[(R+j \omega L) I_{m}\right]=\mathbb{R} \mathscr{C}\left[V_{m} e^{j(\phi-\theta)}\right] \tag{4-158}
\end{equation*}
$$

For time $t_{2}$, we have

$$
\mathfrak{R} \mathscr{\mathscr { C }}\left\{[R+j \omega L] I_{m} e^{j(\pi / 2)}\right\}=\mathfrak{R} \mathscr{\mathscr { C }}\left\{V_{m} e^{j((\pi / 2)-\theta+\phi}\right\}
$$

or

$$
\mathfrak{R} \mathscr{P}\left\{j\left[(R+j \omega L) I_{m}\right]\right\}=\mathfrak{R} \mathscr{E}\left\{j\left[V_{m} e^{j(\phi-\theta)}\right]\right\}
$$

or

$$
\begin{equation*}
\mathfrak{G} m_{\boldsymbol{\delta}}\left[(R+j \omega L) I_{m}\right]=\mathfrak{G} m_{\boldsymbol{B}}\left[V_{m} e^{j(\phi-\theta)}\right] \tag{4-159}
\end{equation*}
$$

where $₫ n m$ stands for "the imaginary part of." Equations (4-158) and (4-159) state that the real parts as well as the imaginary parts of two complex numbers are equal. Hence the two complex numbers must be equal. Thus we obtain

$$
(R+j \omega L) I_{m}=V_{m} e^{j(\phi-\theta)}
$$

or

$$
\begin{equation*}
(R+j \omega L) I_{m} e^{j \theta}=V_{m} e^{j \phi} \tag{4-160}
\end{equation*}
$$

Multiplying both sides of (4-160) by $e^{j \omega t}$, we note that the two complex numbers in (4-157) are equal. Now, defining phasors $\bar{I}$ and $\bar{V}$ as

$$
\begin{array}{cll}
\bar{I}=I_{m} e^{j \theta} & \text { so that } & I(t)=\mathfrak{R} \mathscr{\mathscr { L }}\left(\bar{I} e^{j \omega t}\right) \\
\bar{V}=V_{m} e^{j \phi} & \text { so that } & V(t)=\operatorname{Re}\left(\bar{V} e^{j \omega t}\right) \tag{4-161b}
\end{array}
$$

Eq. (4-160) can be written as

$$
\begin{equation*}
(R+j \omega L) \bar{I}=\bar{V} \tag{4-162}
\end{equation*}
$$

Note that an overscore associated with a symbol represents the phasor (or complex) character of the quantity represented by the symbol. We can easily
show that (4-162) leads to the same result as (4-154), since

$$
\begin{aligned}
I_{m} e^{j \theta} & =\bar{I}=\frac{\bar{V}}{R+j \omega L} \\
& =\frac{V_{m}^{j \phi}}{\sqrt{R^{2}+\omega^{2} L^{2}} e^{j \tan ^{-i} \omega L / R}}=\frac{V_{m}}{\sqrt{R^{2}+\omega^{2} L^{2}}} e^{j\left(\phi-\tan ^{-1} \omega L / R\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
I(t) & =I_{m} \cos (\omega t+\theta)=\mathfrak{R e}\left(I_{m} e^{j \theta} e^{j \omega t}\right) \\
& =\operatorname{Re} \cdot\left[\frac{V_{m}}{\sqrt{R^{2}}+\overline{\omega^{2} L^{2}}} e^{j(\phi-\tan -1 \omega L / R)} e^{j \omega t}\right] \\
& =\frac{V_{m}}{\sqrt{R^{2}+\omega^{2} L^{2}}} \cos \left(\omega t+\phi-\tan ^{-1} \frac{\omega L}{R}\right)
\end{aligned}
$$

which is the same as (4-154).
In the foregoing illustration of the phasor technique, we have included several steps merely to understand the basis behind the phasor technique. It is clear that, hereafter, we can omit all steps up to (4-162) and write the phasor equation (4-162) directly from the differential equation (4-148) by simply replacing $I(t)$ and $V(t)$ by their phasors $\bar{I}$ and $\bar{V}$, respectively, and by replacing $d / d t$ by $j \omega$. The phasor equation is then solved for the phasor $\bar{I}$ from which the time function $I(t)$ is obtained. Comparing with the trigonometric manipulations involved in the steps from (4-149) to (4-153) which have to be carried out for each different problem, we can now appreciate the simplicity of the phasor technique. As a numerical example, let us consider $V(t)=10 \cos 1000 t, L=10^{-3}$ henry, and $R=1 \mathrm{ohm}$ for the network of Fig. 4.15. The differential equation for $I(t)$ is given by

$$
10^{-3} \frac{d I}{d t}+I=10 \cos 1000 t
$$

Replacing the current and voltage by their phasors and $d / d t$. by $j \omega$, we have

$$
\left(j \omega 10^{-3}+1\right) \tilde{I}=10 e^{j 0}
$$

or, since $\omega=1000 \mathrm{rad} / \mathrm{sec}$,

$$
(j 1+1) \bar{I}=10 e^{j 0}
$$

The phasor $\bar{I}$ is then given by

$$
\bar{I}=\frac{10 e^{j 0}}{1+j 1}=\frac{10 e^{j 0}}{\sqrt{2} e^{j \pi / 4}}=\frac{10}{\sqrt{2}} e^{-j \pi / 4}
$$

Finally,

$$
\begin{aligned}
I(t) & =\mathcal{R} \mathscr{E}\left[\tilde{I} e^{j(1000 t)}\right] \\
& =\mathcal{R} \cdot\left[\frac{10}{\sqrt{2}} e^{-j \pi / 4} e^{j(1000 t)}\right] \\
& =7.07 \cos \left(1000 t-45^{\circ}\right)
\end{aligned}
$$

The voltage and current phasors and the corresponding time functions are shown in Figs. 4.16(a) and 4.16(b), respectively. Note that in Fig. 4.16(a) we have turned the complex plane around by $90^{\circ}$ in the counterclockwise direction to illustrate that the time variations of the projections of the phasors as they rotate in the counterclockwise direction describe the curves shown in Fig. 4.16(b).


Fig. 4.16. (a) Voltage and current phasors for numerical values $V=10$ volts, $\omega=1000 \mathrm{rad} / \mathrm{sec}, L=10^{-3}$ henry, and $R=1$ ohm for the series $R L$ circuit of Fig. 4.15. (b) Time functions corresponding to the voltage and current phasors of (a).

Extension of the phasor technique to vector quantities whose magnitudes vary sinusoidally with time follows from its application to the individual components of the vector along the coordinate axes. However, some confusion is bound to arise since both vectors and phasors are represented graphically in the same manner except that the vector has an arrowhead associated with it. A vector represents the magnitude and space direction of a quantity whereas a phasor represents the magnitude and phase angle of a sinusoidally varying function of time. Thus the angle which a phasor makes with the real axis of the complex plane has nothing to do with direction in space, and the angle which a vector makes with a reference axis in a spatial coordinate system has nothing to do with the phase angle which is associated with the time variation of the quantity. Nevertheless, there are certain similarities between vectors and phasors. These are pertinent to manipulations involving addition, subtraction, and multiplication by a constant. They both use the same graphical rules for carrying out these manipulations. Hence we must be careful, in performing these manipulations, not to get confused between the space angles
associated with the vectors and the phase angles associated with the phasors. We will now consider an example to illustrate these differences and similarities between vectors and phasors.

Example 4-14. In the arrangement shown in Fig. 4.17(a), three line charges, infinitely long in the direction normal to the plane of the paper and having uniform densities varying sinusoidally with time, are situated at the corners of an equilateral triangle. The amplitudes of the sinusoidally time-varying charge


Fig. 4.17. (a) Geometrical arrangement of infinitely long uniform and sinusoidally time-varying line charges. (b) Phasor diagram of the sinusoidally time-varying line charge densities.
densities are such that, considered alone, each line charge produces unit peak electric field intensity at the geometric center of the triangle. The phasor diagram of the charge densities is shown in Fig. 4.17(b).
(a) Find the phasors representing the $x$ and $y$ components of the electric field intensity vector at the geometric center of the triangle.
(b) Determine how the magnitude and direction of the electric field intensity vector at the geometric center of the triangle vary with time.
The phasor diagram indicates that the line charge densities are given by

$$
\begin{aligned}
& \rho_{L 1}=\rho_{L m} \cos \omega t \\
& \rho_{L 2}=\rho_{L m} \cos \left(\omega t+120^{\circ}\right) \\
& \rho_{L 3}=\rho_{L m} \cos \left(\omega t+240^{\circ}\right)
\end{aligned}
$$

where $\rho_{L m}$ is the peak value of the charge densities.
(a) The electric field intensity vector due to an infinitely long line charge of uniform density is directed radially away from the line charge. Hence the field intensities due to the different line charges are directed as shown in Fig. 4. 18(a), with the complex numbers beside the vectors representing their phasors. For example, the phasor $1 / 0^{\circ}$ associated with the field intensity


Fig. 4.18. For evaluating the phasors representing the $x$ and $y$ components of the electric field intensity vector at the geometric center of the line charge arrangement of Fig. 4.17.
vector due to the line charge of density $\rho_{L_{1}}$ indicates that the time variation of the magnitude of the vector is given by $1 \cos \omega t$. Thus, timewise, the vector oscillates back and forth along the $y$ axis starting with a magnitude of 1 in the negative $y$ direction, shrinking gradually to zero in a sinusoidal manner, then reversing its direction and growing in magnitude in the positive $y$ direction until it reaches a maximum of unity, then shrinking back to zero, and so on.

Now, the $x$ component of the phasor electric field intensity vector at the geometric center of the triangle is given by

$$
\begin{aligned}
\bar{E}_{x} & =\left(1 \cos 30^{\circ}\right) / 120^{\circ}-\left(1 \cos 30^{\circ}\right) / 240^{\circ} \\
& =0.866120^{\circ}-0.866\left(240^{\circ}=1.5 / 90^{\circ}\right.
\end{aligned}
$$

where we have used the construction shown in Fig. 4.18(b). We note that, in the above steps, certain manipulations are vector manipulations whereas certain other manipulations have to do with phasors. For example, in finding the $x$ component of the phasor vector $1 / 120^{\circ}$ pointing away from the line charge of density $\rho_{L 2}$, the phase angle $1 \overline{20^{\circ}}$ is preserved and the magnitude 1 is multiplied by the cosine of the angle which the vector makes with the $x$ axis, giving us $\left(1 \cos 30^{\circ}\right) / 120^{\circ}$ or $0.866 / 120^{\circ}$. Similarly, the $y$ component of the phasor electric field intensity vector at the geometric center of the triangle is given by

$$
\begin{aligned}
\bar{E}_{y} & =-1 / 0^{\circ}+\left(1 \cos 60^{\circ}\right) / 120^{\circ}+\left(1 \cos 60^{\circ}\right) / 240^{\circ} \\
& =-1 / 0^{\circ}+\underline{0.5 / 120^{\circ}+0.5 / 240^{\circ}} \\
& =1 / 180^{\circ}+\underline{0.5 / 180^{\circ}}=\underline{1.5 / 180^{\circ}}
\end{aligned}
$$

where we have used the construction shown in Fig. 4.18(c). The phasor diagram of the $x$ and $y$ components of the electric field intensity vector at the
geometric center of the triangle relative to the phasor diagram of the line charge densities is shown in Fig. 4.19(a).
(b) From the results of part (a), we have

$$
\begin{aligned}
& E_{x}(t)=\mathfrak{R} \mathscr{P}\left(\bar{E}_{x} e^{j \omega t}\right)=1.5 \cos \left(\omega t+90^{\circ}\right)=-1.5 \sin \omega t \\
& E_{y}(t)=\mathfrak{R} \mathscr{E}\left(\bar{E}_{y} e^{j \omega t}\right)=1.5 \cos \left(\omega t+180^{\circ}\right)=-1.5 \cos \omega t
\end{aligned}
$$

Now, since $\mathbf{E}(t)=E_{x}(t) \mathbf{i}_{x}+E_{y}(t) \mathbf{i}_{y}$, the magnitude of $\mathbf{E}(t)$ is given by

$$
\begin{aligned}
|\mathbf{E}(t)| & =\sqrt{E_{x}^{2}(t)+E_{y}^{2}(t)} \\
& =\sqrt{(-1.5 \sin \omega t)^{2}+(-1.5 \cos \omega t)^{2}}=1.5
\end{aligned}
$$

The angle which the vector $\mathbf{E}(t)$ makes with the $x$ axis is given by

$$
\begin{aligned}
\tan ^{-1} \frac{E_{y}(t)}{E_{x}(t)} & =\tan ^{-1} \frac{-1.5 \cos \omega t}{-1.5 \sin \omega t}=\tan ^{-1} \frac{-1.5 \sin (\omega t+\pi / 2)}{1.5 \cos (\omega t+\pi / 2)} \\
& =\tan ^{-1}[-\tan (\omega t+\pi / 2)]=-(\omega t+\pi / 2)
\end{aligned}
$$



Fig. 4.19. (a) Phasor diagram of the $x$ and $y$ components of the electric field intensity vector at the geometric center of the line charge arrangement of Fig. 4.17, relative to the phasor diagram of the line charge densities. (b) For describing the time variation of the electric field intensity vector corresponding to the phasor diagram of (a).

Thus the magnitude of the electric field intensity vector at the geometric center of the triangle remains constant at 1.5 units and the angle which the vector makes with the $x$ axis varies as $-(\omega t+\pi / 2)$ with time; that is, the vector rotates with a constant magnitude and at a rate of $\omega \mathrm{rad} / \mathrm{sec}$, with the direction at $t=0$ along the negative $y$ axis and in the sense shown in Fig. 4.19(b). The field is then said to be circularly polarized.

We will now discuss briefly polarization of vector fields. Polarization is the characteristic by means of which we describe how the magnitude and the direction of the field vary with time. For an arbitrarily time-varying field characterized by random time-variations of its components along the co-
ordinate axes at a point in space, the magnitude and direction of the field vary randomly with time. The field is then said to be unpolarized or randomly polarized. For a sinusoidally time-varying field at a particular frequency $\omega$, the field vector is characterized by a well-defined polarization. In the most general case, the magnitude and direction of such a field vector at a point change with time in such a manner that the tip of the vector drawn at that point describes an ellipse as time progresses, as shown in Fig. 4.20(a). The field is then said to be elliptically polarized. There are two special cases of elliptical polarization. These are linear polarization and circular polarization.


Fig. 4.20. For illustrating (a) elliptical polarization, (b) linear polarization, and (c) circular polarization of a field vector.

If the field vector at a point in space lies along the same straight line through that point as time progresses, as shown in Fig. 4.20(b), the field is said to be linearly polarized. Obviously, the components of a field vector along the coordinate axes are linearly polarized. If all the components of the field vector along the coordinate axes have the same phase, although possessing different magnitudes, then the field vector itself is linearly polarized. If the tip of a field vector drawn at a point in space describes a circle as time progresses, as shown in Fig. 4.20(c) the field is said to be circularly polarized. Circular polarization is realized by the superposition of two field components oriented perpendicular to each other and having the same magnitude but differing in phase by $\pi / 2$ or $90^{\circ}$ as in the case of the two components in Example 4-14. Elliptical polarization is realized by the superposition of two field components having in general different magnitudes as well as different phase angles. Since a circle and ellipse can be traversed in one of two senses, we have to distinguish between the opposite senses of rotation in the cases of circular and elliptical polarizations. The distinction is made as follows. Considering the vector to be the electric field intensity vector $\mathbf{E}$, the field is said to be clockwise or right circularly (or elliptically) polarized if the vector
rotates in the clockwise sense as seen looking along the direction of the Poynting vector $\mathbf{P}=\mathbf{E} \times \mathbf{B} / \mu_{0}$ where $\mathbf{B}$ is the magnetic field associated with $\mathbf{E}$. The field is said to be counterclockwise or left circularly (or elliptically) polarized if the vector rotates in the counterclockwise sense as seen looking along the direction of the Poynting vector.

Having illustrated the application of the phasor technique in dealling with sinusoidally time-varying vector fields, we now turn to the phasor representation of Maxwell's equations for sinusoidally time-varying fields. Maxwell's equations for time-varying fields are given by

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =\frac{\rho}{\epsilon_{0}}  \tag{4-1.63}\\
\nabla \cdot \mathbf{B} & =0  \tag{4-1|64}\\
\nabla \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{4-165}\\
\nabla \times \mathbf{B} & =\mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}\right)\right] \tag{4-166}
\end{align*}
$$

whereas the continuity equation is given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}=0 \tag{4-167}
\end{equation*}
$$

In (4-163)-(4-167), the quantities $\mathbf{E}, \mathbf{B}, \boldsymbol{\rho}$, and $\mathbf{J}$ are also functions of all three space coordinates in general. Thus we have

$$
\begin{aligned}
& \mathbf{E}=\mathbf{E}(x, y, z, t)=E_{x}(x, y, z, t) \mathbf{i}_{x}+E_{y}(x, y, z, t) \mathbf{i}_{y}+E_{z}(x, y, z, t) \mathbf{i}_{z} \\
& \mathbf{B}=\mathbf{B}(x, y, z, t)=B_{x}(x, y, z, t) \mathbf{i}_{x}+B_{y}(x, y, z, t) \mathbf{i}_{y}+B_{z}(x, y, z, t) \mathbf{i}_{z} \\
& \rho=\rho(x, y, z, t) \\
& \mathbf{J}=\mathbf{J}(x, y, z, t)=J_{x}(x, y, z, t) \mathbf{i}_{x}+J_{y}(x, y, z, t) \mathbf{i}_{y}+J_{z}(x, y, z, t) \mathbf{i}_{z}
\end{aligned}
$$

For the particular case of sinusoidal variation with time, we have

$$
\begin{align*}
\mathbf{E}= & \mathbf{E}(x, y, z, t) \\
= & E_{x 0}(x, y, z) \cos \left[\omega t+\phi_{x}(x, y, z)\right] \mathbf{i}_{x} \\
& +E_{y 0}(x, y, z) \cos \left[\omega t+\phi_{y}(x, y, z)\right] \mathbf{i}_{y} \\
& +E_{z 0}(x, y, z) \cos \left[\omega t+\phi_{z}(x, y, z)\right] \mathbf{i}_{z} \\
= & \operatorname{Re} \cdot\left[E_{x 0}(x, y, z) e^{j \phi_{z}(x, y, z)} e^{j \omega t} \mathbf{i}_{x}\right.  \tag{4-168}\\
& +E_{y 0}(x, y, z) e^{j \phi_{y}(x, y, z)} e^{j \omega t} \mathbf{i}_{y} \\
& \left.\quad+E_{z 0}(x, y, z) e^{j \phi_{z}(x, y, z)} e^{j \omega t} \mathbf{i}_{z}\right] \\
= & \operatorname{Re} \mathscr{\mathscr { e }}\left\{\left[\bar{E}_{x}(x, y, z) \mathbf{i}_{x}+\bar{E}_{y}(x, y, z) \mathbf{i}_{y}+\bar{E}_{z}(x, y, z) \mathbf{i}_{z}\right] e^{j \omega t}\right\} \\
= & \operatorname{Re}\left[\left[\overline{\mathbf{E}}(x, y, z) e^{j \omega t}\right]\right.
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \mathbf{B}=\mathbf{B}(x, y, z, t)=\operatorname{Re}\left[\left[\overline{\mathbf{B}}(x, y, z) e^{j \omega t}\right]\right.  \tag{4-169}\\
& \rho=\rho(x, y, z, t)=\operatorname{Re}\left[\bar{\rho}(x, y, z) e^{j \omega t}\right]  \tag{4-170}\\
& \mathbf{J}=\mathbf{J}(x, y, z, t)=\mathbb{R} \mathscr{C}\left[\overline{\mathbf{J}}(x, y, z) e^{j \omega t}\right] \tag{4-171}
\end{align*}
$$

In (4-168)-(4-171), the complex quantities $\overline{\mathbf{E}}(x, y, z), \overline{\mathbf{B}}(x, y, z), \bar{\rho}(x, y, z)$, and $\overline{\mathbf{J}}(x, y, z)$ are the phasor representations for the sinusoidally time-varying quantities $\mathbf{E}(x, y, z, t), \mathbf{B}(x, y, z, t), \rho(x, y, z, t)$, and $\mathbf{J}(x, y, z, t)$, respectively.

Substituting the respective phasors for the quantities $\mathbf{E}, \mathbf{B}, \boldsymbol{\rho}$, and $\mathbf{J}$ and replacing $\partial / \partial t$ by $j \omega$ in (4-163)-(4-167), we obtain the phasor representations of Maxwell's equations as

$$
\begin{align*}
\nabla \cdot \overline{\mathbf{E}} & =\frac{\bar{\rho}}{\epsilon_{0}}  \tag{4-172}\\
\nabla \cdot \overline{\mathbf{B}} & =0  \tag{4-173}\\
\nabla \times \overline{\mathbf{E}} & =-j \omega \overline{\mathbf{B}}  \tag{4-174}\\
\nabla \times \overline{\mathbf{B}} & =\mu_{0}\left(\overline{\mathbf{J}}+j \omega \epsilon_{0} \overline{\mathbf{E}}\right) \tag{4-175}
\end{align*}
$$

whereas the corresponding continuity equation is given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \overline{\mathbf{J}}+j \omega \bar{\rho}=0 \tag{4-176}
\end{equation*}
$$

In (4-172)-(4-176), we understand that $\overline{\mathbf{E}}, \overline{\mathbf{B}}, \bar{\rho}$, and $\overline{\mathbf{J}}$ are functions of $x, y, z$ (but not $t$ ). Note that (4-173) follows from (4-174) whereas (4-172) follows from (4-175) with the aid of (4-176).

Example 4-15. A sinusoidally time-varying electric field intensity vector is characterized by its phasor $\overline{\mathbf{E}}$, given by

$$
\begin{equation*}
\overline{\mathbf{E}}=\left(3 e^{j \pi / 2} \mathbf{i}_{x}+5 \mathbf{i}_{y}-4 e^{j \pi / 2} \mathbf{i}_{z}\right) e^{-j 0.02 \pi(4 x+3 z)} \tag{4-177}
\end{equation*}
$$

(a) Show that the surfaces of constant phase of $\overline{\mathbf{E}}$ are planes. Find the equation of the planes.
(b) Show that the electric field is circularly polarized in the planes of constant phase.
(c) Obtain the magnetic flux density phasor $\overline{\mathbf{B}}$ associated with the given $\overline{\mathbf{E}}$ and determine if the field is right circularly polarized or left circularly polarized.
(a) The phase angle associated with $\overline{\mathbf{E}}$ is equal to $-0.02 \pi(4 x+3 z)$. Hence the surfaces of constant phase of $\overline{\mathbf{E}}$ are given by

$$
-0.02 \pi(4 x+3 z)=\text { constant }
$$

or

$$
\begin{equation*}
(4 x+3 z)=\text { constant } \tag{4-178}
\end{equation*}
$$

Equation (4-178) represents planes and hence the surfaces of constant phase are planes.
(b) Combining the $-x$ and $z$ components of $\overline{\mathbf{E}}$, we obtain

$$
\begin{equation*}
\overline{\mathbf{E}}=\left(5 \mathbf{i}_{y}+5 \mathbf{i}_{x z} e^{j \pi / 2}\right) e^{-j 0.02 \pi(4 x+3 z)} \tag{4-179}
\end{equation*}
$$

where $\mathbf{i}_{x z}=\left(3 \mathbf{i}_{x}-4 \mathbf{i}_{z}\right) / 5$ is the unit vector in the $x z$ plane and making an angle of $-\tan ^{-1} \frac{4}{3}$ or $-53.1^{\circ}$ with the positive $x$ axis. Thus the electric field is made up of two components perpendicular to each other and having equal magnitudes but differing in phase by $\pi / 2$. Hence the field is circularly polarized. From (4-179), we observe that the field vector lies in planes defined by $\mathbf{i}_{y}$ and $\mathbf{i}_{x z}$. The equation of these planes is given by

$$
\begin{equation*}
\mathbf{i}_{y} \cdot \mathbf{i}_{x z} \times\left(\mathbf{r}-\mathbf{r}_{0}\right)=0 \tag{4-180}
\end{equation*}
$$

where $\mathbf{r}$ is the position vector of an arbitrary point $(x, y, z)$ and $\mathbf{r}_{0}$ is the position vector of a reference point $\left(x_{0}, y_{0}, z_{0}\right)$, both points lyingin a particular plane. Simplifying (4-180), we obtain

$$
4 x+3 z=4 x_{0}+3 z_{0}=\text { constant }
$$

which is the same as Eq. (4-178). Thus the field is circularly polarized in the planes of constant phase.
(c) The magnetic flux density phasor $\overline{\mathbf{B}}$ associated with the given $\overline{\mathbf{E}}$ can be obtained by using

$$
\begin{equation*}
\boldsymbol{\nabla} \times \overline{\mathbf{E}}=-j \omega \overline{\mathbf{B}} \tag{4-1774}
\end{equation*}
$$

Substituting for $\overline{\mathbf{E}}$ in (4-174) from (4-177) and simplifying, we obtain

$$
\begin{equation*}
\overline{\mathbf{B}}=\frac{0.1 \pi}{\omega}\left(-3 \mathbf{i}_{x}+5 e^{j \pi / 2} \mathbf{i}_{y}+4 \mathbf{i}_{z}\right) e^{-j 0.02 \pi(4 x+3 z)} \tag{4-181}
\end{equation*}
$$

Let us now consider, for simplicity, the field vectors in the plane $4 x+3 z=0$. The phasor vectors $\overline{\mathbf{E}}_{0}$ and $\overline{\mathbf{B}}_{0}$ in this plane are given by

$$
\begin{align*}
& \overline{\mathbf{E}}_{0}=3 e^{j \pi / 2} \mathbf{i}_{x}+5 \mathbf{i}_{y}-4 e^{j \pi / 2} \mathbf{i}_{z}  \tag{4-182}\\
& \overline{\mathbf{B}}_{0}=\frac{0.1 \pi}{\omega}\left(-3 \mathbf{i}_{x}+5 e^{j \pi / 2} \mathbf{i}_{y}+4 \mathbf{i}_{z}\right) \tag{4-183}
\end{align*}
$$

The corresponding real field vectors are given by

$$
\begin{align*}
\mathbf{E}_{0} & =\Omega \mathscr{C}\left(\overline{\mathbf{E}}_{0} e^{j \omega t}\right)  \tag{4-184}\\
& =-3 \sin \omega t \mathbf{i}_{x}+5 \cos \omega t \mathbf{i}_{y}+4 \sin \omega t \mathbf{i}_{z} \\
\mathbf{B}_{0} & \left.=\Omega \mathscr{\mathbf { B } _ { 0 }} e^{j \omega t}\right) \\
& =\frac{0.1 \pi}{\omega}\left(-3 \cos \omega t \mathbf{i}_{x}-5 \sin \omega t \mathbf{i}_{y}+4 \cos \omega t \mathbf{i}_{z}\right) \tag{4-185}
\end{align*}
$$

Substituting (4-184) and (4-185) into

$$
\mathbf{P}=\mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}}
$$

and simplifying, we obtain the Poynting vector $\mathbf{P}$ as

$$
\begin{equation*}
\mathbf{P}=\frac{0.1 \pi}{\omega \mu_{0}}\left(20 \mathbf{i}_{x}+15 \mathbf{i}_{z}\right) \tag{4-186}
\end{equation*}
$$

Now, we note from (4-184) that the direction of $\mathbf{E}_{0}$ is along $5 \mathbf{i}_{y}$ for $\omega t=0$ and along ( $-3 \mathbf{i}_{x}+4 \mathbf{i}_{z}$ ) for $\omega t=\pi / 2$. These two directions and the direction of the Poynting vector are shown in Fig. 4.21. It can be seen that the electric field vector rotates in the clockwise sense as seen looking along the direction of the Poynting vector. Hence the field is right circularly polarized.


Fig. 4.21. For the determination of the sense of rotation of the circularly polarized vector of Example 4-15.

### 4.10 Power and Energy Considerations for Sinusoidally Time-Varying

 Electromagnetic FieldsIn Section 4.8 we introduced the Poynting vector $\mathbf{P}$ given by

$$
\begin{equation*}
\mathbf{P}=\mathbf{E} \times \frac{\mathbf{B}}{\mu_{0}} \tag{4-144}
\end{equation*}
$$

as the power density associated with the electromagnetic field at a point. The surface integral of the Poynting vector evaluated over a closed surface $S$ always gives the correct result for the power flow across the surface out of the volume bounded by it. For a sinusoidally time-varying electromagnetic field characterized by complex field vectors,

$$
\begin{aligned}
\overline{\mathbf{E}} & =\mathbf{E}_{0} e^{j \phi} \\
\overline{\mathbf{B}} & =\mathbf{B}_{0} e^{j \theta}
\end{aligned}
$$

the instantaneous Poynting vector $\mathbf{P}$ is given by

$$
\begin{align*}
\mathbf{P} & =\mathbf{E} \times \frac{\mathbf{B}}{\mu_{0}} \\
& =\left(\Omega e \overline{\mathbf{E}} e^{j \omega t}\right) \times\left(\frac{1}{\mu_{0}^{-}} \mathscr{R} \overline{\mathbf{B}} e^{j \omega t}\right) \\
& =\mathbf{E}_{0} \cos (\omega t+\phi) \times \frac{\mathbf{B}_{0}}{\mu_{0}} \cos (\omega t+\theta)  \tag{4-187}\\
& =\mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}}[\cos (\omega t+\phi) \cos (\omega t+\theta)] \\
& =\mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}}\left[\frac{1}{2}-\cos (2 \omega t+\phi+\theta)+\frac{1}{2}-\cos (\phi-\theta)\right] \\
& =\frac{1}{2} \mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}} \cos (\phi-\theta)+\frac{1}{2} \mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}} \cos (2 \omega t+\phi-\theta)
\end{align*}
$$

The first term on the right side of (4-187) is independent of time whereas the second term varies sinusoidally with time. The time-average value of the second term obtained by integrating it through one period $T$ and dividing by the period is equal to zero since the integral of a cosine or sine function over one period is equal to zero. Thus the time-average value of the Poynting vector $\mathbf{P}$, denoted as $\langle\mathbf{P}\rangle$ is given by

$$
\begin{align*}
\langle\mathbf{P}\rangle & =\frac{1}{T} \int_{0}^{T} \mathbf{P} d t \\
& =\left\langle\frac{1}{2} \cdot \mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}} \cos (\phi-\theta)\right\rangle+\left\langle\frac{1}{2} \cdot \mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}} \cos (2 \omega t+\phi-\theta)\right\rangle \\
& =\frac{1}{2} \mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}} \cos (\phi-\theta) \\
& =\operatorname{Qe} e\left[\frac{1}{2} \cdot \mathbf{E}_{0} \times \frac{\mathbf{B}_{0}}{\mu_{0}} e^{j(\phi-\theta)}\right]  \tag{4-18;8}\\
& =\operatorname{Qe} e\left(\frac{1}{2} \mathbf{E}_{0} e^{j \phi} \times \frac{\mathbf{B}_{0} e^{-j \theta}}{\mu_{0}}\right) \\
& =\operatorname{Re}\left(\frac{1}{2} \overline{\mathbf{E}} \times \frac{\overline{\mathbf{B}}^{*}}{\mu_{0}}\right)
\end{align*}
$$

where $\overline{\mathbf{B}}^{*}$ denotes the complex conjugate of $\overline{\mathbf{B}}$.
We now define the complex Poynting vector $\overline{\mathbf{P}}$ as

$$
\begin{equation*}
\overline{\mathbf{P}}=\frac{1}{2} \overline{\mathbf{E}} \times \frac{\overline{\mathbf{B}}^{*}}{\mu_{0}} \tag{4-189}
\end{equation*}
$$

so that the time-average Poynting vector $\langle\mathbf{P}\rangle$ can be written as

$$
\begin{equation*}
\langle\mathbf{P}\rangle=\operatorname{Re}(\overline{\mathbf{P}}) \tag{4-1.90}
\end{equation*}
$$

We note that Eq. (4-189)is analogous to the expression for the complex povver in sinusoidal steady-state circuit theory given by

$$
\begin{equation*}
\bar{P}=\frac{1}{2} \bar{V} \bar{I}^{*} \tag{4-1!91}
\end{equation*}
$$

where $\bar{V}$ and $\bar{I}$ are the complex voltage and complex current, respectively. By integrating the complex Poynting vector over a closed surface $S$, we obtain the complex power flowing across $S$ out of the volume $V$ bounded by it. Thus

$$
\begin{align*}
\oint_{S} \overline{\mathbf{P}} \cdot d \mathbf{S} & =\oint_{S} \frac{1}{2} \overline{\mathbf{E}} \times \frac{\overline{\mathbf{B}}^{*}}{\mu_{0}} \cdot d \mathbf{S}  \tag{4-192}\\
& =\frac{1}{2 \mu_{0}} \int_{V} \boldsymbol{\nabla} \cdot\left(\overline{\mathbf{E}} \times \overline{\mathbf{B}}^{*}\right) d v
\end{align*}
$$

where we have used the divergence theorem to replace the surface integral by a volume integral. Now, using the vector identity

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\overline{\mathbf{E}} \times \overline{\mathbf{B}}^{*}\right)=\overline{\mathbf{B}}^{*} \cdot \boldsymbol{\nabla} \times \overline{\mathbf{E}}-\overline{\mathbf{E}} \cdot \boldsymbol{\nabla} \times \overline{\mathbf{B}}^{*} \tag{4-193}
\end{equation*}
$$

and Maxwell's curl equations for complex fields given by

$$
\begin{align*}
& \boldsymbol{\nabla} \times \overline{\mathbf{E}}=-j \omega \overline{\mathbf{B}}  \tag{4-174}\\
& \boldsymbol{\nabla} \times \overline{\mathbf{B}}=\mu_{0}\left(\overline{\mathbf{J}}+j \omega \epsilon_{0} \overline{\mathbf{E}}\right) \tag{4-175}
\end{align*}
$$

we have

$$
\begin{align*}
\boldsymbol{\nabla} \cdot\left(\overline{\mathbf{E}} \times \overline{\mathbf{B}}^{*}\right) & =\overline{\mathbf{B}}^{*} \cdot(-j \omega \overline{\mathbf{B}})-\overline{\mathbf{E}} \cdot \mu_{0}\left(\overline{\mathbf{J}}+j \omega \epsilon_{0} \overline{\mathbf{E}}\right)^{*} \\
& =-j \omega \overline{\mathbf{B}}^{*} \cdot \overline{\mathbf{B}}-\mu_{0}\left(\overline{\mathbf{E}} \cdot \overline{\mathbf{J}}^{*}-j \omega \epsilon_{0} \overline{\mathbf{E}} \cdot \overline{\mathbf{E}}^{*}\right) \tag{4-194}
\end{align*}
$$

However, the time-average stored energy density in the electric field is given by

$$
\begin{align*}
\left\langle w_{e}\right\rangle & =\left\langle\frac{1}{2}-\epsilon_{0} E^{2}\right\rangle \\
& \left.=\left.\left\langle\frac{1}{2} \epsilon_{0}\right| \mathbf{E}_{0}\right|^{2} \cos ^{2}(\omega t+\phi)\right\rangle \\
& \left.=\left.\left\langle\frac{1}{4}-\epsilon_{0}\right| \mathbf{E}_{0}\right|^{2}+\frac{1}{4} \epsilon_{0}\left|\mathbf{E}_{0}\right|^{2} \cos 2(\omega t+\phi)\right\rangle  \tag{4-195}\\
& =\frac{1}{4} \epsilon_{0}\left|\mathbf{E}_{0}\right|^{2}=\frac{1}{4} \epsilon_{0} \mathbf{E}_{0} e^{j \phi} \cdot \mathbf{E}_{0} e^{-j \phi} \\
& =\frac{1}{4} \epsilon_{0} \overline{\mathbf{E}} \cdot \overline{\mathbf{E}}^{*}
\end{align*}
$$

Similarly, the time-average stored energy density in the magnetic field is given by

$$
\begin{equation*}
\left\langle w_{m}\right\rangle=\left\langle\frac{1}{2} \frac{B^{2}}{\mu_{0}}\right\rangle=\frac{1}{4} \overline{\mathbf{B}} \cdot \frac{\overline{\mathbf{B}}^{*}}{\mu_{0}} \tag{4-196}
\end{equation*}
$$

The time-average power density expended by the field due to the current flow is given by

$$
\begin{equation*}
\left\langle p_{d}\right\rangle=\langle\mathbf{E} \cdot \mathbf{J}\rangle=\operatorname{Re}\left(\frac{1}{2} \overline{\mathbf{E}} \cdot \overline{\mathbf{J}}^{*}\right) \tag{4-197}
\end{equation*}
$$

so that the complex power density associated with the current flow is given by

$$
\begin{equation*}
\bar{p}_{d}=\frac{1}{2} \overline{\mathbf{E}} \cdot \overline{\mathbf{J}}^{*} \tag{4-198}
\end{equation*}
$$

Substituting (4-195), (4-196), and (4-198) into (4-194), we get

$$
\begin{equation*}
\nabla \cdot\left(\overline{\mathbf{E}} \times \overline{\mathbf{B}}^{*}\right)=-2 \mu_{0} \bar{p}_{d}-j 4 \omega \mu_{0}\left(\left\langle w_{m}\right\rangle-\left\langle w_{e}\right\rangle\right) \tag{4-199}
\end{equation*}
$$

Finally, substituting (4-199) into (4-192), we obtain

$$
\begin{equation*}
\oint_{S} \overline{\mathbf{P}} \cdot d \mathbf{S}=-\int_{V} \bar{p}_{d} d v-j 2 \omega \int_{V}\left(\left\langle w_{m}\right\rangle-\left\langle w_{e}\right\rangle\right) d v \tag{4-200}
\end{equation*}
$$

Equation (4-200) is known as the complex Poynting's theorem. Equating the real and imaginary parts on both sides of (4-200), we have

$$
\begin{equation*}
\mathfrak{R e}\left(\int_{V} \bar{p}_{d} d v\right)=-\mathfrak{R} \mathscr{C}\left(\oint_{S} \overline{\mathbf{P}} \cdot d \mathbf{S}\right) \tag{4-201}
\end{equation*}
$$

or

$$
\int_{V} \Re \mathscr{P}\left(\bar{p}_{d}\right) d v=-\oint_{S}[\operatorname{Re}(\overline{\mathbf{P}})] \cdot d \mathbf{S}
$$

or

$$
\begin{equation*}
\int_{V}\left\langle p_{d}\right\rangle d v=-\oint_{S}\langle\mathbf{P}\rangle \cdot d \mathbf{S} \tag{4-202}
\end{equation*}
$$

and

$$
\mathfrak{g} m\left(\int_{V} \bar{p}_{d} d v\right)+2 \omega \int_{V}\left(\left\langle w_{m}\right\rangle-\left\langle w_{e}\right\rangle\right) d v=-s m b\left(\oint_{S} \overline{\mathbf{P}} \cdot d \mathbf{S}\right)
$$

or

$$
\begin{equation*}
2 \omega \int_{V}\left(\left\langle w_{m}\right\rangle-\left\langle w_{e}\right\rangle\right) d v=-\Im m\left(\oint_{S} \overline{\mathbf{P}} \cdot d \mathbf{S}\right)-\Im m\left(\int_{V} \bar{p}_{d} d v\right) \tag{4-203}
\end{equation*}
$$

Equation (4-202) states that the time-average power expended by the field due to the current flow in the volume $V$ is equal to the time-average power flowing into the volume $V$ as given by the surface integral of the time-average Poynting vector over the surface $S$ bounding $V$. If $\oint_{S}\langle\mathbf{P}\rangle \cdot d \mathbf{S}$ is zero, it means that there is no time-average power expended by the field in the volume $V$; whatever time-average power enters the volume $V$ through part of the surface $S$ leaves through the rest of that surface. Equation (4-203) proviles a physical interpretation for the imaginary part of the complex Poyniing vector. It relates the difference between the time-average magnetic and electric stored energies in the volume $V$ to the reactive power flowing into the volume $V$ as given by the imaginary part of the surface integral of the complex Poynting vector over the surface $S$ and to the reactive power associated with the current flow in the volume $V$. We note that the complex Poynting theorem is analogous to a similar relationship in sinusoidal steady-state circuit theory given by

$$
\frac{1}{2} \bar{V} \bar{I}^{*}=\left\langle P_{d}\right\rangle+j 2 \omega\left(\left\langle W_{m}\right\rangle-\left\langle W_{e}\right\rangle\right)
$$

where $\left\langle P_{d}\right\rangle$ is the average power dissipated in the resistors, and $\left\langle W_{m}\right\rangle$ and $\left\langle W_{e}\right\rangle$ are the time-average stored energies in the inductors and capacitors, respectively.
TABLE 4.1. Summary of Electromagnetic Field Laws and Formulas

| Description | Arbitrarily Time-Varying Fields | Sinusoidally Time-Varying Fields |
| :---: | :---: | :---: |
| Definition | $\mathbf{F}=q(\mathbf{E}+\mathrm{v} \times \mathbf{B})$ |  |
| Maxwell's equations and the continuity equation in differential form | $\nabla \cdot \mathbf{E}=\frac{\rho}{\epsilon_{0}}$ | $\boldsymbol{\nabla} \cdot \overline{\mathbf{E}}=\frac{\bar{\rho}}{\epsilon_{0}}$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ | $\boldsymbol{\nabla} \cdot \overline{\mathbf{B}}=0$ |
|  | $\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}$ | $\boldsymbol{\nabla} \times \overline{\mathbf{E}}=-j \omega \overline{\mathbf{B}}$ |
|  | $\boldsymbol{\nabla} \times \mathbf{B}=\mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}\right)\right]$ | $\nabla \times \overline{\mathbf{B}}=\mu_{0}\left(\overline{\mathbf{J}}+j \omega \epsilon_{0} \overline{\mathbf{E}}\right)$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}=0$ | $\boldsymbol{\nabla} \cdot \overline{\mathbf{J}}+j \omega \bar{\rho}=0$ |
| Maxwell's equations and the continuity equation in integral form | $\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{1}{\epsilon_{0}} \int_{V} \rho d v$ | $\oint_{S} \overline{\mathbf{E}} \cdot d \mathbf{S}=\frac{1}{\epsilon_{0}} \int \bar{\rho} d v$ |
|  | $\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0$ | $\oint_{S} \overline{\mathbf{B}} \cdot d \mathbf{S}=0$ |
|  | $\oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S}$ | $\oint_{C} \overline{\mathbf{E}} \cdot d \mathbf{l}=-j \omega \int_{S} \overline{\mathbf{B}} \cdot d \mathbf{S}$ |
|  | $\oint_{C} \mathbf{B} \cdot d \mathbf{l}=\mu_{0}\left(\int_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{S} \epsilon_{0} \mathbf{E} \cdot d \mathbf{S}\right)$ | $\oint_{C} \overline{\mathbf{B}} \cdot d \mathbf{l}=\mu_{0}\left(\int_{S} \overline{\mathbf{J}} \cdot d \mathbf{S}+j \omega \int_{S} \epsilon_{0} \overline{\mathbf{E}} \cdot d \mathbf{S}\right)$ |
|  | $\oint_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{V} p d v=0$ | $\oint_{S} \overline{\mathbf{J}} \cdot d \mathbf{S}+j \omega \int_{V} \bar{\rho} d v=0$ |
| Energy density in the electric field | $w_{e}=\frac{1}{2} \epsilon_{0} \mathbf{E} \cdot \mathbf{E}$ | $\left\langle w_{e}\right\rangle=\frac{1}{4} \epsilon_{0} \overline{\mathbf{E}} \cdot \overline{\mathbf{E}}^{*}$ |
| Energy density in the magnetic field | $w_{m}=\frac{1}{2} \mathbf{B} \cdot \frac{\mathbf{B}}{\mu_{0}}$ | $\left\langle w_{m}\right\rangle=\frac{1}{4} \overline{\mathbf{B}} \cdot \frac{\overline{\mathbf{B}} *}{\mu_{0}}$ |
| Power density expended by the field due to current flow | $p_{d}=\mathbf{E} \cdot \mathbf{J}$ | $\left\langle p_{d}\right\rangle=\frac{1}{2} \overline{\mathbf{E}} \cdot \overline{\mathbf{J}}^{*}$ |
| Poynting vector | $\mathbf{P}=\mathbf{E} \times \frac{\mathbf{B}}{\mu_{0}}$ | $\overline{\mathbf{P}}=\frac{1}{2} \overline{\mathbf{E}} \times \frac{\overline{\mathbf{B}}^{*}}{\mu_{0}}$ |

### 4.11 Summary of Electromagnetic Field Laws and Formulas

We now summarize in Table 4.1 the basic laws governing the electromagnetic field and the power and energy relations for the electromagnetic field. We recall that all four Maxwell's equations for time-varying fields are not independent. The divergence equation for the magnetic field follows from the curl equation for the electric field as shown in Section 4.3, whereas the divergence equation for the electric field follows from the curl equation for the magnetic field and the continuity equation as shown in Section 4.5.

Comparing Maxwell's equations for time-varying fields with those for the static fields discussed in Chapters 2 and 3, we observe a coupling between the time-varying electric field and the time-varying magnetic field. This is because the curl of the electric field is dependent on the time derivative of the magnetic field and the curl of the magnetic field is dependent on the time derivative of the electric field. Thus the solution for the electric field requires a knowledge of the magnetic field whereas the solution for the magnetic field requires a knowledge of the electric field. The two curl equations must therefore be solved simultaneously to obtain the solution for the electromagnetic field. It is precisely this two-way coupling between the time-varying electric and magnetic fields that gives rise to the phenomenon of electromagnetic wave propagation, as we will learn in Chapter 6.

## PROBLEMS

4.1. The forces experienced by a test charge $q \mathrm{C}$ at a point in a region of electric and magnetic fields $\mathbf{E}$ and $\mathbf{B}$, respectively, are given as follows for three different velocities:

| Velocity, $m /$ sec | Force, $N$ |
| :---: | :---: |
| $\mathbf{i}_{x}$ | $q \mathbf{i}_{x}$ |
| $\mathbf{i}_{y}$ | $q\left(2 \mathbf{i}_{x}+\mathbf{i}_{y}\right)$ |
| $\mathbf{i}_{z}$ | $q\left(\mathbf{i}_{x}+\mathbf{i}_{y}\right)$ |

Find $\mathbf{E}$ and $\mathbf{B}$ at that point.
4.2. The forces experienced by a test charge $q \mathrm{C}$ at a point in a region of electric and magnetic fields $\mathbf{E}$ and $\mathbf{B}$, respectively, are given as follows for three different velocities:

| Velocity,$m /$ sec | Force, $N$ |
| :---: | :---: |
| $\mathbf{i}_{x}-\mathbf{i}_{y}$ | 0 |
| $\mathbf{i}_{x}-\mathbf{i}_{y}+\mathbf{i}_{z}$ | 0 |
| $\mathbf{i}_{z}$ | $q\left(\mathbf{i}_{x}+\mathbf{i}_{y}\right)$ |

Find $\mathbf{E}$ and $\mathbf{B}$ at that point.
4.3. $\quad A$ region is characterized by crossed electric and magnetic fields $\mathbf{E}=E_{0} \mathbf{i}_{y}$ and $\mathbf{B}=B_{0} \mathbf{i}_{z}$, where $E_{0}$ and $B_{0}$ are constants. A test charge $q$ having a mass $m$ starts from the origin at $t=0$ with an initial velocity $v_{0}$ in the $y$ direction. Obtain the parametric equations of motion of the test charge. Sketch the path of the test charge.
4.4. A region is characterized by crossed electric and magnetic fields $\mathbf{E}=E_{0} \mathbf{i}_{y}$ and $\mathbf{B}=\boldsymbol{B}_{0} \mathbf{i}_{z}$, where $E_{0}$ and $\boldsymbol{B}_{0}$ are constants. A test charge $q$ having a mass $m$ starts from the origin at $t=0$ with an initial velocity $v_{0}$ in the $x$ direction. Obtain the parametric equations of motion of the test charge. Sketch the paths of the test charge for the following cases: (a) $v_{0}=0$, (b) $v_{0}=E_{0} / 2 B_{0}$, (c) $v_{0}=E_{0} / B_{0}$, (d) $v_{0}=2 E_{0} / B_{0}$, and (e) $v_{0}=3 E_{0} / B_{0}$.
4.5. A region is characterized by crossed electric and magnetic fields $\mathbf{E}=E_{0} \cos \omega t \mathbf{i}_{y}$ and $\mathbf{B}=B_{0} \mathbf{i}_{z}$, where $E_{0}$ and $B_{0}$ are constants. A test charge $q$ having a mass $m$ starts from the origin at $t=0$ with zero initial velocity. Obtain the parametric equations of motion of the test charge. Check your result with that of Example 4-2 by letting $\omega \longrightarrow 0$. Investigate the limiting case of $\omega \longrightarrow \omega_{c}$, where $\omega_{c}$ is equal to $q B_{0} / m$.
4.6. A region is characterized by crossed electric and magnetic fields given by

$$
\mathbf{E}=E_{0}\left(-\sin \omega t \mathbf{i}_{x}+\cos \omega t \mathbf{i}_{y}\right) \quad \mathbf{B}=B_{0} \mathbf{i}_{z}
$$

where $E_{0}$ and $B_{0}$ are constants. A test charge $q$ having a mass $m$ starts from the origin at $t=0$ with zero initial velocity. Obtain the parametric equations of motion of the test charge. Check your result with that of Example 4-2 by letting $\omega \longrightarrow 0$. Investigate the limiting case of $\omega \longrightarrow \omega_{c}$, where $\omega_{c}$ is equal to $q B_{0} / m$.
4.). A magnetic field is given, in cylindrical coordinates, by

$$
\mathbf{B}=\frac{\boldsymbol{B}_{0}}{r} \mathbf{i}_{\phi}
$$

where $B_{0}$ is a constant. A rectangular loop is situated in the $y z$ plane and parallel to the $z$ axis as shown in Fig. 4.22. If the loop is moving in that plane with a velocity $\mathrm{v}=v_{0} \mathbf{i}_{y}$, where $v_{0}$ is a constant, find the circulation of the induced electric field around the loop.

Fig. 4.22. For Problem 4.7.

4.8. For the rectangular loop arrangement of Fig. 4.22, find the circulation of the induced electric field around the loop if the loop is stationary but the magnetic field is varying with time in the manner

$$
\mathbf{B}=\frac{B_{0}}{r} \cos \omega t \mathbf{i}_{\phi}
$$

where $B_{0}$ is a constant.
4.9. For the rectangular loop arrangement of Fig. 4.22, find the circulation of the induced electric field around the loop if the loop is moving with a velocity $\mathbf{v}=v_{0} \mathbf{i}_{y}$ and if the magnetic field is varying with time in the manner

$$
\mathbf{B}=\frac{B_{0}}{r} \cos \omega t \mathbf{i}_{\phi}
$$

where $v_{0}$ and $B_{0}$ are constants.
4.10. For each of the following magnetic fields, find the induced electric field everywhere, by using Faraday's law in integral form:
(a) $\mathbf{B}= \begin{cases}B_{0} \sin \omega t \mathbf{i}_{z} & |x|<a \\ 0 & |x|>a\end{cases}$
(b) $\mathbf{B}=\left\{\begin{array}{l}0 \\ \boldsymbol{B}_{0} \sin \omega t \mathbf{i}_{z} \\ 0\end{array}\right.$
$r<a$
(c) $\mathbf{B}= \begin{cases}B_{0}\left(1-\frac{r^{2}}{a^{2}}\right) \sin \omega t \mathbf{i}_{z} & r<a \\ 0 & r>a\end{cases}$
where $B_{0}$ is a constant.
4.11. In a region characterized by a magnetic field $\mathbf{B}=B_{0} \mathbf{i}_{z}$, where $B_{0}$ is a constant, a test charge $q$ having a mass $m$ is moving along a circular path of radius $a$ and in the $x y$ plane. Find the electric field as viewed by an observer moving with the test charge.
4.12. $\quad$ A region is characterized by crossed electric and magnetic fields $\mathbf{E}=E_{0} \mathbf{i}_{\boldsymbol{y}}$ and $\mathbf{B}=B_{0} \mathbf{i}_{z}$, where $E_{0}$ and $B_{0}$ are constants. A test charge $q$ having a mass $m$ starts from the origin at $t=0$ with an initial velocity $\mathbf{v}=\left(E_{0} / B_{0}\right) \mathbf{i}_{x}$. Find the electric field as viewed by an observer moving with the test charge.
4.13. Verify your answer to Problem 4.9 by using (4-43).
4.14. Verify your answers to Problem 4.10 by using Faraday's law in differential form.
4.15. A current $I \mathrm{C} / \mathrm{sec}$ flows from a point charge $Q_{1} \mathrm{C}$ situated at $(0,0,-d)$ to a point charge $Q_{2} \mathrm{C}$ situated at $(0,0, d)$ along a straight filamentary wire as shown in Fig. 4.23. Find $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$, where $C$ is a circular path centered at $(0,0, z)$ and lying in the plane normal to the $z$ axis, in two ways: (a) by applying the Biot-Savart law to find the magnetic field due to the current-carrying wire and (b) by applying the modified Ampere's circuital law in integral form to the path $C$.

Fig. 4.23. For Problem 4.15.

4.16. Current flows away from a point charge $Q \mathrm{C}$ at the origin radially on the $x y$ plane with density given by

$$
\mathrm{J}_{s}=\frac{I}{2 \pi r} \mathrm{i}_{r} \mathrm{amps} / \mathrm{m}
$$

Find $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ where $C$ is a circular path centered at $(0,0, z)$ and lying in the plane normal to the $z$ axis in two ways: (a) by applying the Biot-Savart law to find the magnetic field due to the surface current and (b) by applying the modified Ampere's circuital law in integral form to the path $C$.
4.1'7. Current flows from a point charge $Q_{1} \mathrm{C}$ at $(0,0, a)$ to a point charge $Q_{2}$ coulombs at $(0,0,-a)$ along a spherical surface of radius $a$ and centered at the origin with density given by

$$
\mathbf{J}_{s}=\frac{I}{2 \pi a \sin \theta^{\mathbf{i}_{\theta}} \mathrm{amp} / \mathrm{m}}
$$

Find $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$, where $C$ is a circular path centered at $(0,0, z)$ and lying in the plane normal to the $z$ axis. Consider both cases: path $C$ outside the sphere and path $C$ inside the sphere.
4.18. A point charge $Q \mathrm{C}$ moves along the $z$ axis with a constant velocity $v_{0} \mathrm{~m} / \mathrm{sec}$. Assuming that the point charge crosses the origin at $t=0$, find and sketch the variation with time of $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$ where $C$ is a circular path of radius $a$ in the $x y$ plane having its center at the origin, and traversed in the $\phi$ direction. From symmetry considerations, find $\mathbf{B}$ at points on $C$.
4.19. A point charge $Q_{1} \mathrm{C}$ is situated at the origin. Current flows away from the point charge at the rate of $I \mathrm{C} / \mathrm{sec}$ along a straight wire from the origin to infinity and passing through the point $(1,1,1)$. Find $\oint \mathbf{B} \cdot d \mathrm{l}$ around the closed path formed by the triangle having the vertices $(1,0,0),(0,1,0)$, and $(0,0,1)$. Assume that the closed path is traversed in the clockwise direction as seen from the origin.
4.20. Repeat Prob. 4-19 if the straight wire, instead of extending to infinity, terminates
on another point charge $Q_{2} \mathrm{C}$ situated on the plane surface bounded by the triangular path and inside the closed path.
4.21. In the arrangement shown in Fig. 4.24, three point charges $Q_{1}, Q_{2}$, and $Q_{3}$ are situated along a straight line. A current of 2 amp flows from $Q_{1}$ to $Q_{2}$ whereas a current of 1 amp flows from $Q_{2}$ to $Q_{3}$. Find $\oint_{C} \mathbf{B} \cdot d \mathbf{l}$, where $C$ is a circular path centered at $Q_{2}$ and in the plane normal to the line joining $Q_{1}$ to $Q_{3}$.


Fig. 4.24. For Problem 4.21.
4.22. Verify your result for the magnetic field due to the current-carrying wire of Problem 4.15, by using (4-96).
4.23. Verify your result for the magnetic field due to the moving charge of Problem 4.18 , by using (4-96).
4.24. In a region containing no charges and currents, the magnetic field is given by

$$
\mathbf{B}=B_{0} \sin \beta_{z} \sin \omega t \mathbf{i}_{x}
$$

where $B_{0}, \beta$, and $\omega$ are constants. Using one of Maxwell's curl equations at a time, find two expressions for the associated electric field $\mathbf{E}$ and then find the relationship between $\beta, \omega, \mu_{0}$, and $\epsilon_{0}$.
4.25. Four point charges having values $1,-2,3$, and 4 C are situated at the corners of a square of sides 1 m as shown in Fig. 4.25. Find the work required to move the point charges to the corners of a smaller square of sides $1 / \sqrt{2} \mathrm{~m}$.


Fig. 4.25. For Problem 4.25.
4.26. Find the potential energy associated with the following volume charge distributions of density $\rho$ in spherical coordinates using $W_{e}=\frac{1}{2} \int_{\text {vol }} \rho V d v$ :
(a) $\rho= \begin{cases}0 & 0<r<a \\ \rho_{0} & a<r<b \\ 0 & b<r<\infty\end{cases}$
(b) $\rho= \begin{cases}\rho_{0} \frac{r}{a} & 0<r<a \\ 0 & a<r<\infty\end{cases}$
where $\rho_{0}$ is a constant.
4.27. Verify your results for Problem 4.26 by performing volume integration of the electric energy densities associated with the charge distributions.
4.28. Two spherical charges, each of the same radius $a \mathrm{~m}$ and the same uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ are situated infinitely apart.
(a) The two spherical charges are now brought together and made into a single spherical charge having the same uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ as those of the original charges. Find the work required.
(b) Instead of as in part (a), the two spherical charges are brought together and made into a single spherical charge of uniform density and of the same radius $a$ as those of the original charges. Find the work required.
4.29. Show that the total energy stored in an electric field made up of two fields $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$ is equal to the sum of the energies stored in the individual fields plus a coupling term, $\epsilon_{0} \int_{\text {vol }}\left(\mathbf{E}_{1} \cdot \mathbf{E}_{2}\right) d v$, that is,

$$
W_{e}=\int_{\mathrm{vol}}\left(\frac{1}{2} \epsilon_{0} E_{1}^{2}+\frac{1}{2} \cdot \epsilon_{0} E_{2}^{2}+\epsilon_{0} \mathbf{E}_{1} \cdot \mathbf{E}_{2}\right) d v
$$

4.30. Find the energy stored in the electric field set up by charges $Q$ and $-Q$ uniformly distributed on concentric spherical surfaces of radii $a$ and $b$, respectively, in three ways:
(a) By using $W_{e}=\frac{1}{2} \int_{\text {vol }} \rho V d v$.
(b) By performing volume integration of the energy density in the electric field set up by the charge distribution.
(c) By considering the electric field as the superposition of the fields set up independently by the two spherical surface charges and using the result of Problem 4.29.
4.31. Find the energy associated with the following current distributions, in cylindrical coordinates, per unit length along the $z$ axis, by using $W_{m}=\frac{1}{2} \int_{\text {vol }} \mathbf{J} \cdot \mathbf{A} d v$.
(a) $\mathbf{J}= \begin{cases}\frac{I_{0}}{\pi a^{2}} \mathbf{i}_{z} & 0<r<a \\ 0 & a<r<b \\ -\frac{I_{0}}{\pi\left(c^{2}-b^{2}\right)} \mathbf{i}_{2} & b<r<c \\ 0 & c<r<\infty\end{cases}$
(b) $\mathbf{J}= \begin{cases}J_{0}-\frac{r}{a} \mathbf{i}_{z} & 0<r<a \\ -\frac{J_{0} a^{2}}{3 b} \delta(r-b) \mathbf{i}_{z} & a<r<\infty\end{cases}$
where $I_{0}$ and $J_{0}$ are constants.
4.32. Find the energy associated with the following current distributions, per unit दrea in the $y=0$ plane, by using $W_{m}=\frac{1}{2} \int_{\text {vol }} \mathbf{J} \cdot \mathbf{A} d v$.
(a) $\mathbf{J}=J_{s 0}[\delta(y+a)-\delta(y-a)] \mathbf{i}_{z}$, where $J_{s 0}$ is a constant
(b) $\mathbf{J}= \begin{cases}y \mathbf{i}_{z} & |y|<a \\ 0 & |y|>a\end{cases}$
4.33. Verify your results for Problems 4.31 and 4.32 by performing volume integration of the magnetic energy densities associated with the current distributions.
4.34. Show that the total energy stored in a magnetic field made up of two fields $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ is equal to the sum of the energies stored in the individual fields $\mathrm{pl}_{1 \text { I }}$ a coupling term, $\left(1 / \mu_{0}\right) \int_{\text {vol }}\left(\mathbf{B}_{1} \cdot \mathbf{B}_{2}\right) d v$, that is,

$$
W_{m}=\int_{\mathrm{vol}}\left(\frac{B_{1}^{2}}{2 \mu_{0}}+\frac{B_{2}^{2}}{2 \mu_{0}}+\frac{\mathbf{B}_{1} \cdot \mathbf{B}_{2}}{\mu_{0}}\right) d v
$$

4.35. A surface current distribution is given, in cylindrical coordinates, by

$$
\mathbf{J}_{s}= \begin{cases}\frac{I_{1}}{a} \mathbf{i}_{z} & r=a \\ \frac{I_{2}}{b} \mathbf{i}_{z} & r=b \\ -\frac{I_{1}+I_{2}}{c} \mathbf{i}_{z} & r=c\end{cases}
$$

Find the energy stored in the magnetic field, set up by the current distribution, per unit length along the $z$ axis in three ways:
(a) By using $W_{m}=\frac{1}{2} \int_{S} \mathbf{J}_{s} \cdot \mathbf{A} d S$.
(b) By performing volume integration of the energy density in the magnetic field set up by the current distribution.
(c) By considering the magnetic field as the superposition of the fields set: up independently by two surface current distributions given by

$$
\begin{aligned}
& \mathbf{J}_{s}=\left\{\begin{array}{rl}
-\frac{I_{1}}{a} \mathbf{i}_{z} & r=a \\
-\frac{I_{1}}{c} \mathbf{i}_{z} & r=c
\end{array}\right. \\
& \mathbf{J}_{s}=\left\{\begin{array}{rl}
\frac{I_{2}}{b} \mathbf{i}_{z} & r=b \\
-\frac{I_{2}}{c} \mathbf{i}_{z} & r=c
\end{array}\right.
\end{aligned}
$$

and using the result of Problem 4.34.
4.36. An electric field intensity vector is given by

$$
\mathbf{E}=100 \cos \left(\omega t-\beta_{z}\right) \mathbf{i}_{x}+50 \sin (\omega t+\beta z) \mathbf{i}_{y}
$$

where $\omega$ and $\beta\left(=\omega \sqrt{\mu_{0} \epsilon_{0}}\right)$ are constants. Find the associated magnetic flux density vector $\mathbf{B}$. Find the Poynting vector $\mathbf{E} \times \mathbf{B} / \mu_{0}$.
4.37. Electric and magnetic fields are given in cylindrical coordinates by

$$
\begin{aligned}
& \mathbf{E}= \begin{cases}\frac{V_{0}}{r \ln b / a} \cos \beta z \cos \omega t \mathbf{i}_{r} & a<r<b \\
0 & \text { otherwise }\end{cases} \\
& \mathbf{B}= \begin{cases}\frac{\mu_{0} I_{0}}{2 \pi r} \sin \beta z \sin \omega t \mathbf{i}_{\phi} & a<r<b \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

where $V_{0}, I_{0}, \omega$, and $\beta\left(=\omega \sqrt{\mu_{0} \epsilon_{0}}\right)$ are constants. Find the expression for the power leaving the volume bounded by two constant $z$ planes, one of which is the $z=0$ plane. Draw a graph of the power versus $z$ for $\omega t=\pi / 4$.
4.38. In the region $r<a$ in cylindrical coordinates, charges are in motion under the combined influence of an electric field $\mathbf{E}=\boldsymbol{E}_{0} \mathbf{i}_{\mathbf{z}}$ and a frictional mechanism, thereby constituting a current of density $\mathbf{J}=\boldsymbol{J}_{0} \mathbf{i}_{z}$, where $E_{0}$ and $J_{0}$ are constants. Obtain the magnetic field due to the current and show that $\mathbf{E} \times \mathbf{B}$ points everywhere towards the $z$ axis, that is, in the $-\mathbf{i}_{r}$ direction. Show that $\oint_{S}\left(\mathbf{E} \times \mathbf{B} / \mu_{0}\right) \cdot d \mathbf{S}$, where $S$ is the surface of a cylindrical volume of any radius $r$ and length $l$, and with the $z$ axis as its axis, gives the correct result for the power expended by the electric field in that volume.
4.39. The electric field intensity in the radiation field of an antenna located at the origin of a spherical coordinate system is given by

$$
\mathbf{E}=E_{0} \frac{\sin \theta \cos \theta}{r} \cos (\omega t-\beta r) \mathbf{i}_{\theta}
$$

where $E_{0}, \omega$, and $\beta\left(=\omega \sqrt{\mu_{0} \epsilon_{0}}\right)$ are constants. Find the magnetic field associated with this electric field and then find the power radiated by the antenna by integrating the Poynting vector over a spherical surface of radius $r$ centered at the origin.
4.40. Obtain the steady-state solution for the following differential equation in two ways: (a) without using the phasor technique, and (b) by using the phasor technique:

$$
2 \times 10^{-3} \frac{d V}{d t}+V=10 \sin \left(500 t+\frac{\pi}{6}\right)
$$

4.41. Repeat Problem 4.40 for the following integrodifferential equation:

$$
\frac{d I}{d t}+2 I+\int I d t=10 \cos \left(2 t-\frac{\pi}{3}\right)
$$

4.42. Two infinitely long, straight parallel wires carry currents $I_{1}=I_{0} \cos \omega t$ and $I_{2}=$ $I_{0} \cos \left(\omega t+90^{\circ}\right)$ amp, respectively, as shown in Fig. 4.26. Determine the $x$ and $y$ components of the magnetic flux density vector at each of the three points $A, B$, and $C$. Describe how the magnitude and direction of the magnetic flux density vector varies with time at each of the three points $A, B$, and $C$.


Phasor Diagram of $\bar{I}_{1}$ and $\bar{I}_{2}$

Fig. 4.26. For Problem 4.42.
4.43. In the arrangement shown in Fig. 4.27(a), four line charges, infinitely long in the direction normal to the plane of the paper and having uniform charge densities varying sinusoidally with time are situated at the corners of a square. The amplitudes of the sinusoidally time-varying charge densities are such that, considered alone, each line charge produces unit peak electric field intensity at the center of the square. The phasor diagram of the charge densities is shown in Fig. 4.27(b).


Fig. 4.27. For Problem 4.43.
(a) Find and sketch the phasor representing the $x$ and $y$ components of the electric field intensity vector at the center of the square.
(b) Determine how the magnitude and direction of the electric field intensity vector at the center of the square vary with time.
4.44. Repeat Problem 4.43 for the rectangular arrangement of line charges shown in Fig. 4.28.

Fig. 4.28. For Problem 4.44.

4.45. A sinusoidally time-varying electric field intensity vector is characterized by its phasor $\overline{\mathbf{E}}$, given by

$$
\overline{\mathbf{E}}=\left(-\mathbf{i}_{x}-2 \sqrt{3} \mathbf{i}_{y}+\sqrt{3} \mathbf{i}_{z}\right) e^{-j 0.04 \pi(\sqrt{3} x-2 y-3 z)}
$$

(a) Show that the surfaces of constant phase of $\overline{\mathbf{E}}$ are planes. Find the equation of the planes.
(b) Show that the electric field is linearly polarized in the planes of constant phase.
(c) Find the direction of polarization.
4.46. A sinusoidally time-varying electric field intensity vector is characterized by its phasor $\overline{\mathbf{E}}$, given by

$$
\overline{\mathbf{E}}=\left(-j 1 \mathbf{i}_{x}-2 \mathbf{i}_{y}+j \sqrt{3} \mathbf{i}_{z}\right) e^{-j 0.05 \pi(\sqrt{3} x+z)}
$$

(a) Show that the surfaces of constant phase of $\overline{\mathbf{E}}$ are planes. Find the equation of the planes.
(b) Show that the electric field is circularly polarized in the planes of constant phase.
(c) Obtain the magnetic flux density phasor $\overline{\mathbf{B}}$ associated with the given $\overline{\mathbf{E}}$ and determine if the field is right circularly polarized or left circularly polarized.
4.47. Repeat Problem 4.46 for the following phasor electric field intensity vector:

$$
\overline{\mathbf{E}}=\left[\left(-\sqrt{3}-j \frac{1}{2}\right) \mathbf{i}_{x}+\left(1-j \frac{\sqrt{3}}{2}\right) \mathbf{i}_{y}+j \sqrt{3} \mathbf{i}_{z}\right] e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)}
$$

4.48. Show that a linearly polarized field vector can be expressed as the sum of left and right circularly polarized field vectors having equal magnitudes, and that an elliptically polarized field vector can be expressed as the sum of left and right circularly polarized field vectors having unequal magnitudes.
4.49. Find the time-average stored energy density in the electric field characterized by the phasor specified in Problem 4.47.
4.50. The electric field associated with a sinusoidally time-varying electromagnetic field is given by

$$
\mathbf{E}(x, y, z, t)=10 \sin \pi x \sin \left(6 \pi \times 10^{8} t-\sqrt{3} \pi z\right) \mathbf{i}_{y} \text { volts } / \mathrm{m}
$$

Find (a) the time-average stored energy density in the electric field, (b) the timeaverage stored energy density in the magnetic field, (c) the time-average Poynting vector associated with the electromagnetic field, and (d) the imaginary part of the complex Poynting vector.

## 5

## MATERIALS AND FIELDS

In this chapter we extend our study of fields in free space of the preceding three chapters to fields in the presence of materials. Materials contain charged particles which act as sources of electromagnetic fields. Under the application of external fields, these charged particles respond, giving rise to secondary fields comparable to the applied fields. While the properties of materials that produce these effects are determined on the atomic or "microscopic" scale, it is possible to develop a consistent theory based on "macroscopic" scale observations, that is, observations averaged over volumes large compared with atomic dimensions. We will learn that these macroscopic scale phenomena are equivalent to charge and current distributions acting as though they were situated in free space, so that the secondary fields can be found by using the knowledge gained in the preceding chapters. In fact, we have an interesting situation in which the equivalent charge and current distributions are related to the total fields in the material comprising the applied and the secondary fields, whereas the secondary fields are related to the equivalent charge and current distributions. We are thus faced with the simultaneous solution of two sets of equations governing these two relationships. Following this logic, we will introduce new vector fields and develop a new set of Maxwell's equations with associated constitutive relations which eliminate the necessity for the simultaneous solution by taking into account implicitly the equivalent charge and current distributions.

### 5.1 Conduction and Nonmagnetic Materials

Depending upon their response to an applied electric field, materials may be classified as conductors, semiconductors, or dielectrics. According to the classical model, an atom consists of a tightly bound, positively charged nucleus surrounded by a diffuse electron cloud having an equal and opposite charge to the nucleus, as shown in Fig. 5.1. While the electrons for the most

Fig. 5.1. Classical model of an atom.

part are less tightly bound, the majority of them are associated with the nucleus and are known as "bound" electrons. These bound electrons can be displaced but not removed from the influence of the nucleus upon application of an electric field. Not taking part in this bonding mechanism are the "free" or "conduction" electrons. These electrons are constantly under thermal agitation, being released from the parent atom at one point and recaptured at another point. In the absence of an applied electric field, their motion is completely random; that is, the average thermal velocity on a macroscopic scale is zero so that there is no net current and the electron cloud maintains a fixed position. When an electric field is applied, an additional velocity due to the Coulomb force is superimposed on the random velocities, thereby causing a "drift" of the average position of the electrons along the direction opposite to that of the electric field. This process is known as "conduction." In certain materials, a large number of electrons may take part in this process. These materials are known as "conductors." In certain other materials, only very few or a negligible number of electrons may participate in conduction. These materials are known as "dielectrics" or insulators. We will later learn that a characteristic called polarization is more important than conduction in dielectrics. A class of materials for which conduction occurs not only by electrons but also by another type of carriers known as "holes"-vacancies created by detachment of electrons due to breaking of covalent bonds with other atoms-is intermediate to that of conductors and dielectrics. These materials are called "semiconductors."

The quantum theory describes the motion of the current carriers in terms of energy levels. According to this theory, the electrons in an atom can have associated with them only certain discrete values of energy. When a large number of atoms are packed together, as in a crystalline solid, each energy level in the individual atom splits into a number of levels with slightly
different energies, with the degree of splitting governed by the interatonic spacing, thereby giving rise to alternate allowed and forbidden bands of eneryy levels as shown in Fig. 5.2. Each allowed band can be thought of as in


Fig. 5.2. Energy band structure for a crystalline solid.
almost continuous region of allowed energy levels. For example, for a typical solid having an atomic density of $10^{29}$ per $\mathrm{m}^{3}$, there will be almost $10^{29}$ levels in each band. A forbidden band consists of energy levels which no electron in any atom of the solid can occupy. According to Pauli's exclusion principle, each allowed energy level may not be occupied by more than one electron. Electrons naturally tend to occupy the lowest energy levels; at a temperature of absolute zero, all the levels below a certain level known as the Fermi level are occupied and all the levels above the Fermi level are unoccupied. Hence, depending upon the location of the Fermi level, we can have different cases as shown in Fig. 5.3.


Fig. 5.3. Energy band diagrams for different cases: (a) Conductor. (b) Dielectric. (c) Semiconductor.

For case (a), the Fermi level lies within an allowed band. The band is therefore only partially filled at the temperature of absolute zero. At higher temperatures, the electron population in the band spreads out somewhat but only very few electrons reach above the Fermi level. Thus, since there are many unfilled levels in the same band, it is possible to increase the energy of the system by moving the electrons to these unoccupied levels very easily by the application of an electric field, thereby resulting in a drift velocity of the electrons in the direction opposite to that of the electric field. The material is then classified as a conductor. If the Fermi level is between two allowed bands as in (b) and (c) of Fig. 5.3, the lower band is completely filled whereas the next higher band is completely empty at the temperature of absolute zero. If the width of the forbidden band is very large as in (b), the situation at normal temperatures is essentially the same as at absolute zero and hence there are no neighboring empty energy levels for the electrons to move. The only way for conduction to take place is for the electrons in the filled band to get excited and move to the next higher band. But this is very difficult to achieve with reasonable electric fields and the material is then classified as a dielectric. Only by supplying a very large amount of energy can an electron be excited to move from the lower band to the higher band where it has available neighboring empty levels for causing conduction. The dielectric is said to break down under such conditions. If, on the other hand, the width of the forbidden band in which the Fermi level lies is not too large, as in (c), some of the electrons in the lower band move into the upper band at normal temperatures so that conduction can take place under the influence of an electric field, not only in the upper band but also in the lower band because of the vacancies (holes) left by the electrons which moved into the upper band. The material is then classified as a semiconductor. A semiconductor crystal in pure form is known as an intrinsic semiconductor. It is possible to alter the properties of an intrinsic crystal by introducing impurities into it. The crystal is then said to be an extrinsic semiconductor.

### 5.2 Conduction Current Density, Conductivity, and Ohm's Law

In Section 5.1 we classified materials on the basis of their ability to permit conduction of electrons under the application of an external electric field. For conductors, we are interested in knowing about the relationship between the "drift velocity" of the electrons and the applied electric field, since the predominant process is conduction. But for collisions with the atomic lattice, the electric field continuously accelerates the electrons in the direction opposite to it as they move about at random. Collisions with the atomic lattice, however, provide the frictional mechanism by means of which the electrons lose some of the momentum gained between collisions. The net effect is as though the electrons drift with an average drift velocity $\mathbf{v}_{d}$, under the influence
of the Coulomb force exerted by the applied electric field and an opposng force due to the frictional mechanism. This opposing force is proportional to the momentum of the electron and inversely proportional to the average time $\tau$ between collisions. Thus the equation of motion of an electron is given by

$$
\begin{equation*}
m \frac{d \mathbf{v}_{d}}{d t}=e \mathbf{E}-\frac{m \mathbf{v}_{d}}{\tau} \tag{5-1}
\end{equation*}
$$

where $e$ and $m$ are the charge and mass of an electron.
Rearranging (5-1), we have

$$
m \frac{d \mathbf{v}_{d}}{d t}+\frac{m}{\tau} \mathbf{v}_{d}=e \mathbf{E}
$$

For the sudden application of a constant electric field $\mathbf{E}_{0}$ at $t=0$, the solution for (5-2) is given by

$$
\begin{equation*}
\mathbf{v}_{d}=\frac{e \tau}{m} \mathbf{E}_{0}-\frac{e \tau}{m} \mathbf{E}_{0} \exp (-t / \tau) \tag{5-3}
\end{equation*}
$$

where we have evaluated the arbitrary constant of integration by using the initial condition that $\mathbf{v}_{d}=0$ at $t=0$. The values of $\tau$ for typical conductors such as copper are of the order of $10^{-14} \mathrm{sec}$ so that the exponential term on the right side of (5-3) decays to negligible value in a time much shorter than that of practical interest. Thus, neglecting this term, we have

$$
\begin{equation*}
\mathbf{v}_{d}=\frac{e \tau}{m} \mathbf{E}_{0} \tag{5-4}
\end{equation*}
$$

and the drift velocity is proportional in magnitude and opposite in direction to the applied electric field since the value of $e$ is negative.

In fact, since we can represent a time-varying field as a superposition of step functions starting at appropriate times, the exponential term in ( $5-3$ ) may be neglected as long as the electric field varies slowly compared to $\tau$. For fields varying sinusoidally with time, this means that as long as the period $T$ of the sinusoidal variation is several times the value of $\tau$, or the radian frequency $\omega \ll 2 \pi / \tau$, the drift velocity follows the variations in the electric field. Since $1 / \tau \approx 10^{14}$, this condition is satisfied even at frequencies up to several hundred gigahertz. Thus, for all practical purposes, we can assume that

$$
\begin{equation*}
\mathbf{v}_{d}=\frac{e \tau}{m} \mathbf{E} \tag{5-5}
\end{equation*}
$$

Now, we define the "mobility," $\mu_{e}$ of the electron as the ratio of the magnitudes of the drift velocity and the applied electric field. Then we have

$$
\begin{equation*}
\mu_{e}=\frac{\left|\mathbf{v}_{d}\right|}{|\mathbf{E}|}=\frac{|e| \tau}{m} \tag{5-6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}_{d}=-\mu_{e} \mathbf{E} \quad \text { for electrons } \tag{5-7a}
\end{equation*}
$$

For values of $\tau$ typically of the order of $10^{-14} \mathrm{sec}$, we note by substituting for $|e|$ and $m$ on the right side of (5-6) that the electron mobilities are of the order of $10^{-3} \mathrm{C}-\mathrm{sec} / \mathrm{kg}$. Alternative units for the mobility are square meters per volt-second. In semiconductors, conduction is due not only to the movement of electrons but also to the movement of holes. We can define the mobility $\mu_{h}$ of a hole similarly to $\mu_{e}$ as the ratio of the drift velocity of the hole to the applied electric field. Thus we have

$$
\begin{equation*}
\mathbf{v}_{d}=\mu_{h} \mathbf{E} \quad \text { for holes } \tag{5-7b}
\end{equation*}
$$

Note from (5-7b) that conduction of a hole takes place along the direction of the applied electric field since a hole is a vacancy created by the removal of an electron and hence a hole movement is equivalent to the movement of a positive charge of value equal to the magnitude of the charge of an electron. In general, the mobility of holes is lower than the mobility of electrons for a particular semiconductor. For example, for silicon, the values of $\mu_{e}$ and $\mu_{h}$ are

$$
\mu_{e}=0.125 \mathrm{~m}^{2} / \text { volt-sec } \quad \mu_{h}=0.048 \mathrm{~m}^{2} / \text { volt-sec }
$$

The drift of electrons in a conductor and that of electrons and holes in a semiconductor is equivalent to a current flow. This current is known as the conduction current, in contrast to the convection current produced by the motion of charges in free space. The conduction current density may be obtained in the following manner. If there are $N_{e}$ free electrons per cubic meter of the material, then the amount of charge $\Delta Q$ passing through an infinitesimal area $\Delta S$ at a point in the material in a time $\Delta t$ is given by

$$
\begin{align*}
\Delta Q & =N_{e} e\left(\Delta \mathbf{S} \cdot \mathbf{v}_{d} \Delta t\right) \\
& =N_{e} e\left(\Delta S \mathbf{i}_{n} \cdot \mathbf{v}_{d}\right) \Delta t \tag{5-8}
\end{align*}
$$

where $\Delta \mathbf{S}=\Delta S \mathbf{i}_{n}$. The current $\Delta I$ flowing across $\Delta S$ is given by

$$
\begin{equation*}
\Delta I=\frac{\Delta Q}{\Delta t}=N_{e} e \Delta S \mathbf{i}_{n} \cdot \mathbf{v}_{d} \tag{5-9}
\end{equation*}
$$

The magnitude of the current density at the point is the ratio of $\Delta I$ to $\Delta S$ for an orientation of $\Delta S$ which maximizes this ratio and as $\Delta S$ tends to zero. Obviously, the ratio is a maximum for an orientation of $\Delta S$ normal to $\mathbf{v}_{d}$ and is equal to $N_{e}|e| \mathbf{v}_{d}$. Thus the conduction current density $\mathbf{J}_{c}$ resulting from the drift of electrons in the conductor is given by

$$
\begin{equation*}
\mathbf{J}_{c}=N_{e} e \mathbf{v}_{d} \tag{5-10}
\end{equation*}
$$

Substituting for $\mathbf{v}_{d}$ from (5-7a), we have

$$
\begin{equation*}
\mathbf{J}_{c}=-\mu_{e} N_{e} e \mathbf{E} \tag{5-11}
\end{equation*}
$$

Defining a quantity $\sigma$ as

$$
\begin{equation*}
\sigma=-\mu_{e} N_{e} e=\mu_{e} N_{e}|e| \tag{5-12}
\end{equation*}
$$

we obtain the simple and important relationship between $\mathbf{J}_{c}$ and $\mathbf{E}$

$$
\begin{equation*}
\mathbf{J}_{c}=\sigma \mathbf{E} \tag{13}
\end{equation*}
$$

The quantity $\sigma$ is known as the electrical conductivity of the materialand Eq. (5-13) is known as Ohm's law valid at a point. Equation (5-13) indiates that $\mathbf{J}_{c}$ is proportional to $\mathbf{E}$. Materials for which this relationship hdds, that is, $\sigma$ is independent of the magnitude as well as the direction of Eare known as linear isotropic conductors. For certain conductors, each omponent of $\mathbf{J}_{c}$ can be dependent on all components of $\mathbf{E}$. In such cases, $\Gamma_{c}$ is not parallel to $\mathbf{E}$ and the conductors are not isotropic. Such conductorsare known as anisotropic conductors.

In a semiconductor we have two types of current carriers: electronsand holes. Accordingly, the current density in a semiconductor is the sum of the contributions due to the drifts of electrons and holes. If the densities of holes and electrons are $N_{h}$ and $N_{e}$, respectively, the conduction current densiy is given by

$$
\begin{equation*}
\mathbf{J}_{c}=\left(\mu_{h} N_{h}|e|+\mu_{e} N_{e}|e|\right) \mathbf{E} \tag{5-14}
\end{equation*}
$$

Thus the conductivity of a semiconducting material is given by

$$
\begin{equation*}
\sigma=\mu_{h} N_{h}|e|+\mu_{e} N_{e}|e| \tag{5-15a}
\end{equation*}
$$

For an intrinsic semiconductor, $N_{h}=N_{e}$ so that (5-15a) reduces to

$$
\begin{equation*}
\sigma=\left(\mu_{h}+\mu_{e}\right) N_{e}|e| \tag{5-15b}
\end{equation*}
$$

The units of conductivity are (meter ${ }^{2} /$ volt-second)(coulomb/meter ${ }^{3}$ ) or ampere/volt-meter, also commonly known as mhos per meter, where a mho ("ohm" spelled in reverse and having the symbol $\mho$ ) is an ampere per volt. The ranges of conductivities for conductors, semiconductors, and dielectrics are shown in Fig. 5.4. Values of conductivities for a few materials are listed in Table 5.1. The constant values of conductivities do not imply that the conduction current density is proportional to the applied electric


Fig. 5.4. Ranges of conductivities for conductors, semiconductors, and dielectrics.

TABLE 5.1. Conductivities of Some Materials

| Material | Conductivity, <br> mhos $/ m$ |  | Material |
| :--- | :--- | :--- | :--- |

field intensity for all values of current density and field intensity. However, the range of current densities for which the material is linear, that is, for which the conductivity is a constant, is very large for conductors.

### 5.3 Conductors in Electric Fields

In Sections 5.1 and 5.2 we learned that the free electrons in a conductor drift under the influence of an electric field. Let us now consider an arbitraryshaped conductor of uniform conductivity $\sigma$ placed in a static electric field as shown in Fig. 5.5(a). The free electrons in the conductor move opposite to the direction lines of the electric field. If there is a way by means of which the flow of electrons can be continued to form a closed circuit, then a continuous flow of current takes place. In this section we will consider the conductor to be bounded by free space, in which case the electrons are held


Fig. 5.5. For illustrating the surface charge formation at the boundary of a conductor placed in an electric field.
at the boundary from moving further by the atomic forces within the conductor and by the insulating property of free space. Thus a negative surface charge forms on that part of the boundary through which the electric field lines enter the conductor originally, as shown in Fig. 5.5(b). Now, since the conductor as a whole is neutral, an amount of positive charge equal in magnitude to the negative surface charge must exist somewhere in the conductor. Where in the conductor may this charge or, for that matter, any charge placed inside the conductor reside? We will answer this question in the following example.

Example 5-1. Assume that, at $t=0$, a charge distribution of density $\rho_{0}$ is created in a portion of a conductor of uniform conductivity $\sigma$. In the remaining portion of the conductor, the charge density is zero. It is desired to show that the charge density in the conductor decays exponentially to zero and appears as a surface charge at the boundary of the conductor.

Denoting the charge density and the electric field intensity at any time $t$ in the interior of the conductor to be $\rho$ and $\mathbf{E}$, respectively, we have, from Maxwell's divergence equation for the electric field,

$$
\begin{equation*}
\nabla \cdot \mathbf{E}=\frac{\rho}{\epsilon_{0}} \tag{2-82}
\end{equation*}
$$

The time variation of charge density is governed by the continuity equation

$$
\begin{equation*}
\nabla \cdot \mathbf{J}_{c}+\frac{\partial \rho}{\partial t}=0 \tag{5-16}
\end{equation*}
$$

where $\mathbf{J}_{\boldsymbol{c}}$ is the conduction current density due to the flow of charges in the conductor under the influence of $\mathbf{E}$. Equation (5-16) stated in integral form tells us that the total current leaving a volume of the conducting material is equal to the time rate of decrease of charge inside that volume. Substituting $\mathbf{J}_{c}=\sigma \mathrm{E}$ in (5-16), we have

$$
\begin{equation*}
\nabla \cdot \sigma \mathbf{E}+\frac{\partial \rho}{\partial t}=0 \tag{5-17}
\end{equation*}
$$

Since $\sigma$ is uniform, we can take it outside the divergence operation in ( $\rho-17$ ) to obtain

$$
\begin{equation*}
\sigma \nabla \cdot \mathbf{E}+\frac{\partial \rho}{\partial t}=0 \tag{5-18}
\end{equation*}
$$

Now, combining (5-18) and (2-82), we obtain a differential equation for $\rho$ as given by

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\sigma}{\epsilon_{0}} \rho=0 \tag{5-19}
\end{equation*}
$$

The solution to (5-19) is obtained by rearranging it and integrating as follows:

$$
\begin{align*}
\int \frac{d \rho}{\rho} & =-\int \frac{\sigma}{\epsilon_{0}} d t  \tag{5-20}\\
\ln \rho & =-\frac{\sigma}{\epsilon_{0}} t+\ln A
\end{align*}
$$

where $\ln A$ is the arbitrary constant of integration. Substituting the initial condition $\rho=\rho_{0}$ at $t=0$ in (5-20) and rearranging, we obtain finally

$$
\begin{equation*}
\rho=\rho_{0} e^{-\left(\sigma / /_{0}\right) t}=\rho_{0} e^{-t / T} \tag{5-21}
\end{equation*}
$$

where we define

$$
\begin{equation*}
T=\frac{\epsilon_{0}}{\sigma} \tag{5-22}
\end{equation*}
$$

Thus the charge density inside the conductor decays exponentially with a time constant equal to $\epsilon_{0} / \sigma$. In particular, if the charge density at any point is initially zero, it remains at zero. Hence no portion of the charge which decays in one region within the conductor can reappear in any other region within the conductor. On the other hand, the charge must be conserved. Thus the decaying charge can appear only as a surface charge at the boundary of the conductor. To see how fast the charge density at an interior point decays and appears simultaneously as a surface charge, let us consider the example of copper. For copper, $\sigma=5.80 \times 10^{7} \mathrm{mhos} / \mathrm{m}$ so that

$$
T=\frac{\epsilon_{0}}{\sigma}=\frac{10^{-9}}{36 \pi \times 5.80 \times 10^{7}}=1.5 \times 10^{-19} \mathrm{sec}
$$

Thus, in a time equal to $1.5 \times 10^{-19} \mathrm{sec}$, the charge density decays to $e^{-1}$ times or about $37 \%$ of its initial value. We note that this time constant is extremely short so that we can assume that any charge density in the interior of a conductor disappears to the surface almost instantaneously. (Furthermore, we can assume that the surface charge formation follows any time variation in the electric field causing it so long as this time variation is slow compared to the time constant.) On the other hand, the time constant can be up to several days for dielectric materials.

Returning now to the case of Fig. 5.5, we conclude that the positive charge equal in magnitude to the negative surface charge appears as a surface charge on that part of the boundary through which the electric field lines leave the conductor originally, as shown in Fig. 5.5(b). The surface charge distribution formed in this manner produces a secondary electric field which opposes the applied field inside the conductor. The secondary field should, in fact, cancel the applied field inside the conductor completely. If it does not, there will be further movement of charges to the surface until a distribution is achieved which produces a secondary field inside the conductor that cancels the applied field completely. All this adjustment should be
governed by the time constant so that we can assume that a surface charge distribution which reduces the field inside the conductor to zero is formed almost instantaneously. The surface charge distribution will, in general, produce a secondary field outside the conductor which modifies the applied field.

Let us now investigate the properties of the electric field at the surface of a conductor. To do this, let us assume that the electric field intensity $\mathbf{E}$ on the free-space side of the boundary has a component $E_{t}$ tangential to the boundary and a component $E_{n}$ normal to the boundary. The electric field intensity inside the conductor is, of course, equal to zero. We now consider a rectangular path $a b c d a$ of infinitesimal area in the plane normal to the boundary and with its sides $b c$ and $a d$ parallel to $E_{t}$ and on either side of the boundary as shown in Fig. 5.6(a). Since the sides of the rectangle


Fig. 5.6. For investigating the properties of the electric field intensity vector at the surface of a conductor.
are infinitesimally small, we can assume that $E_{t}$ and $E_{n}$ are constants along them. Applying $\oint \mathbf{E} \cdot d \mathbf{l}=0$ to the path $a b c d a$, we have

$$
\begin{equation*}
\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}+\int_{b}^{c} \mathbf{E} \cdot d \mathbf{l}+\int_{c}^{d} \mathbf{E} \cdot d \mathbf{l}+\int_{d}^{a} \mathbf{E} \cdot d \mathbf{l}=0 \tag{5-23}
\end{equation*}
$$

The second integral in (5-23) is equal to $E_{t}(b c)$ and the fourth integral is zero. Now, if we let $a b$ and $c d$ tend to zero, shrinking the rectangle to the surface but still enclosing it, the first and third integrals in (5-23) go to zero, giving us

$$
E_{t}(b c)=0
$$

or

$$
\begin{equation*}
E_{t}=0 \tag{5-24}
\end{equation*}
$$

Thus the tangential component of the electric field intensity at the boundary of a conductor placed in an electric field is zero. The electric field at the boundary is entirely normal to the surface. Note that we have not considered any time-varying magnetic flux enclosed by the rectangular path $a b c d a$ since we are using static field laws. However, even if we do consider the timevarying magnetic flux, it will go to zero as $a b c d a$ is shrunk to the surface, yielding the same result as (5-24).

We now suspect that the normal electric field at the boundary is related to the surface charge density. To investigate this, let us consider a rectangular box abcdefgh of infinitesimal volume enclosing an infinitesimal area of the boundary and parallel to it as shown in Fig. 5.6(b). Applying Gauss' law in integral form given by

$$
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{1}{\epsilon_{0}}(\text { charge enclosed by } S)
$$

to the surface area of the box, we have

The second integral in (5-25) is zero since $\mathbf{E}$ is zero inside the conductor. Since the area $a b c d$ is infinitesimal, we assume $\mathbf{E}$ to be constant on it so that the first integral is equal to $E_{n}(a b c d)$. Now, if we let the side surfaces tend to zero, shrinking the box to the surface but still enclosing it, the third integral goes to zero and the charge enclosed by the box tends to the surface charge density $\rho_{s}$ times the area $a b c d$, giving us

$$
E_{n}(a b c d)=\frac{1}{\epsilon_{0}} \rho_{s}(a b c d)
$$

or

$$
\begin{equation*}
E_{n}=\frac{\rho_{s}}{\epsilon_{0}} \tag{5-26}
\end{equation*}
$$

Thus the electric field intensity at a point on the surface of a conductor placed in an electric field is entirely normal to the surface and equal to $1 / \epsilon_{0}$ times the surface charge density at that point.

Finally, since the electric field on the conductor surface is entirely normal to it, we note that no work is required to move an imaginary test charge on the conductor surface or, for that matter, inside the conductor (since $\mathbf{E}=0$ ). Thus the conductor surface as well as the interior of the conductor are equipotentials. We now summarize the properties associated with conductors in electric fields as follows:
(a) The charge density at any point in the interior of a conductor is zero. Any charge must reside on the surface only with an appropriate density to produce a secondary electric field inside the conductor
which is exactly opposite to the applied electric field so that property (b) below is satisfied.
(b) The electric field intensity inside the conductor is zero.
(c) The electric field intensity at any point on the surface of the conductor is entirely normal to it and equal to $1 / \epsilon_{0}$ times the surface charge density at that point.
(d) The conductor, including its surface, is an equipotential region.

Example 5-2. An infinite plane conducting slab of thickness $d$ occupies the region between $z=0$ and $z=d$ as shown in Fig. 5.7(a). A uniform electric field $\mathbf{E}=E_{0} \mathbf{i}_{z}$, where $E_{0}$ is a constant is applied. It is desired to find the charge densities induced on the surfaces of the slab.

Since the applied electric field is uniform and is directed along the $z$ direction, a negative charge of uniform density forms on the surface $z=0$ due to the accumulation of free electrons at that surface. A positive charge

(a)

(b)

(c)

Fig. 5.7. (a) Infinite plane slab conductor in a uniform applied field. (b) Induced surface charge at the boundaries of the conductor and the secondary field. (c) Sum of the applied and the secondary fields.
of equal and opposite uniform density forms on the surface $z=d$ due to a deficiency of electrons at that surface. Let these surface charge densities be $-\rho_{s 0}$ and $\rho_{s 0}$, respectively. To satisfy the property that the field in the interior of the conductor is zero, the secondary field produced by the surface charges must be equal and opposite to the applied field; that is, it must be equal to $-E_{0} \mathbf{i}_{2}$. Now, each sheet of uniform charge density produces a field intensity directed normally away from it and having a magnitude $1 / 2 \epsilon_{0}$ times the charge density so that the field due to the two surface charges together is equal to $-\left(\rho_{s o} / \epsilon_{0}\right) \mathbf{i}_{z}$ inside the conductor and zero outside the conductor as shown in Fig. 5.7(b). Thus, for zero field inside the conductor,

$$
-\frac{\rho_{s 0}}{\epsilon_{0}} \mathbf{i}_{z}=-E_{0} \mathbf{i}_{z}
$$

or

$$
\begin{equation*}
\rho_{s 0}=\epsilon_{0} E_{0} \tag{5-27}
\end{equation*}
$$

The field outside the conductor remains the same as the applied field since the secondary field in that region due to the surface charges is zero. The induced surface charge distribution and the fields inside and outside the conductor are shown in Fig. 5.7(c). Note that the property that the field intensity at a point on the surface of the conductor is normal to it and equal to $1 / \epsilon_{0}$ times the surface charge density at that point is satisfied on both surfaces $z=0$ and $z=d$.

## §.4 Polarization in Dielectric Materials

We stated at the beginning of Section 5.1 that the bound electrons in an atom can be displaced but not removed from the influence of the parent nucleus upon application of an external electric field. When the centroids of the electron clouds surrounding the nucleii are displaced from the centroids of the nucleii, as shown in Fig. 5.8(a), to create a charge separation and hence form microscopic electric dipoles, the atoms are said to be "polarized." The schematic representation of an electric dipole formed in this manner is shown in Fig. 5.8(b). Such "polarization" may exist in the molecular structure of certain dielectric materials even under the application of no external electric field. The molecules are then said to be polar molecules. However, the polarization of individual atoms and molecules is randomly oriented and hence the material is not polarized on a macroscopic scale. In certain other dielectric materials, no polarization exists initially in the molecular structure. The molecules are then said to be nonpolar molecules.

Upon the application of an external electric field, the centroids of the electron clouds in the nonpolar molecules may become displaced from the centroids of the nucleii due to the Coulomb forces acting on the charges. This kind of polarization is known as electronic polarization. In the case of polar molecules, the electric field has the influence of exerting torques on


Fig. 5.8. (a) Polarization of bound charge in an atom under the influence of an electric field. (b) Schematic representation of electric dipole created due to polarization. (c) Torque acting on an electric dipole under the influence of an electric field.
the microscopic dipoles as shown in Fig. 5.8(c), to convert the initially random polarization into a partially coherent one along the field, on a macrosccpic scale. This kind of polarization is known as orientational polarization. Certain materials, called "electrets," when allowed to solidify in the appied electric field, become permanently polarized in the direction of the field, that is, retain the polarization even after removal of the field. Certain other materials, known as "ferroelectric" materials, exhibit spontaneous, permatent polarization. A third kind of polarization, known as ionic polarizat on, results from the separation of positive and negative ions in molecules eld together by ionic bonds formed by the transfer of electrons from one aiom to another in the molecule. All three polarizations may occur simultaneously in a material.

The net dipole moment created due to polarization in a dielectric material will produce a field which opposes the applied electric field and changes its distribution both inside and outside the dielectric material, in general, from the one that existed in the absence of the material. This will be the topic of discussion in Section 5.5. In the remainder of this section, we will first derive the relationship between the dipole moments of the individual microscopic dipoles and the electric field responsible for the polarization by considering electronic polarization by means of an example. We will then define a new vector $\mathbf{P}$ which represents polarization on a macroscopic scale and relate it to the average macroscopic electric field.

Example 5-3. Assume that the nucleus of an atom is a point charge and that the electron cloud has originally a spherically symmetric, radially uniform charge distribution which is retained as it is displaced relative to the nucleus under the influence of a polarizing electric field. (This assumption is justified if
the displacement between the centroids of the electron cloud and the nucleus is negligible compared to the radius of the electron cloud.) It is desired to find the dipole moment resulting from the polarizing field.

Let the electric field causing the displacement between the two centroids be $\mathbf{E}_{p}=E_{0} \mathbf{i}_{z}$, so that the displacement is along the $z$ axis as shown in Fig. 5.9. Let this displacement be equal to $d$. The two forces which are acting on the nucleus are (a) the Coulomb force $\mathbf{F}_{1}$ due to the electric field $\mathbf{E}_{p}$ and (b) the restoring force $\mathbf{F}_{2}$ due to the electric field produced at the nucleus by the electron cloud.


Fig. 5.9 For obtaining the dipole moment due to electronic polarization of an atom.

The force $\mathbf{F}_{1}$ is given by

$$
\begin{equation*}
\mathbf{F}_{1}=Q \mathbf{E}_{p}=Q E_{0} \mathbf{i}_{z} \tag{5-28}
\end{equation*}
$$

where $Q$ is the charge of the nucleus. To find the restoring force $\mathbf{F}_{2}$, we take advantage of the spherical symmetry of the charge distribution in the electron cloud about its center and apply Gauss' law to a sphere of radius $d$ centered at the origin to obtain the electric field $\mathbf{E}_{2}$ at the nucleus due to the electron cloud as

$$
\begin{equation*}
\mathbf{E}_{2}=\frac{1}{\epsilon_{0}} \frac{\text { charge enclosed by spherical surface of radius } d_{\mathbf{i}_{z}}}{\text { area of the spherical surface }} \tag{5-29}
\end{equation*}
$$

Now, since the total charge in the electron cloud is $-Q$ and since the charge density is uniform, the charge enclosed by the spherical surface of radius
$d$ is $-Q d^{3} / a^{3}$, where $a$ is the radius of the electron cloud. Thus we obtain

$$
\begin{equation*}
\mathbf{E}_{2}=\frac{-Q d^{3} / a^{3}}{4 \pi \epsilon_{0} d^{2}} \mathbf{i}_{z}=-\frac{Q d}{4 \pi \epsilon_{0} a^{3}} \mathbf{i}_{z} \tag{5-3C}
\end{equation*}
$$

Hence the restoring force on the nucleus is given by

$$
\begin{equation*}
\mathbf{F}_{2}=Q \mathbf{E}_{2}=-\frac{Q^{2} d}{4 \pi \epsilon_{0} a^{3}} \mathbf{i}_{z} \tag{5-3q}
\end{equation*}
$$

For equilibrium displacement $d$ of the nucleus relative to the center of the electron cloud, the two forces $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ must add to zero, giving us

$$
\begin{equation*}
d=\frac{4 \pi \epsilon_{0} a^{3}}{Q} E_{0} \tag{5-3}
\end{equation*}
$$

Thus the equilibrium displacement $d$ is proportional to the electric field intensity $E_{0}$. The dipole moment $\mathbf{p}_{e}$ formed by the charge separation is then given by

$$
\begin{equation*}
\mathbf{p}_{e}=Q d \mathbf{i}_{z}=Q \frac{4 \pi \epsilon_{0} a^{3}}{Q} E_{0} \mathbf{i}_{z}=4 \pi \epsilon_{0} a^{3} \mathbf{E}_{p} \tag{5-33}
\end{equation*}
$$

Equation (5-33) indicates that the dipole moment $\mathbf{p}_{e}$ is proportional to the field $\mathbf{E}_{p}$ causing it. Defining a proportionality constant $\alpha_{e}$ as

$$
\begin{equation*}
\alpha_{e}=4 \pi \epsilon_{0} a^{3} \tag{5-34}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathbf{p}_{e}=\alpha_{e} \mathbf{E}_{p} \tag{5-35}
\end{equation*}
$$

The proportionality constant $\alpha_{e}$ is known as the "electronic polarizability" of the atom.

It is found that the dipole moments due to orientational and ionic polarizations are also proportional to the polarizing field $\mathbf{E}_{p}$. The average dipole moment $\mathbf{p}$ per molecule is then given by

$$
\begin{equation*}
\mathbf{p}=\alpha \mathbf{E}_{p} \tag{5-36}
\end{equation*}
$$

where $\alpha$ is known as the molecular polarizability. Let us now consider a small volume $\Delta v$ of the dielectric material. If $N$ denotes the number of molecules per unit volume of the material, then there are $N \Delta v$ molecules in the volume $\Delta v$. We define a vector $\mathbf{P}$, called the "polarization vector," as

$$
\begin{equation*}
\mathbf{P}=\frac{1}{\Delta v} \sum_{j=1}^{N \Delta v} \mathbf{p}_{j}=N \mathbf{p} \tag{5-37}
\end{equation*}
$$

which has the meaning of "dipole moment per unit volume" or the "dipole moment density" in the material. Substituting (5-36) into (5-37), we have

$$
\begin{equation*}
\mathbf{P}=N \alpha \mathbf{E}_{p} \tag{5-38}
\end{equation*}
$$

The units of $\mathbf{P}$ are coulombs per square meter.
The field $\mathbf{E}_{p}$ in (5-36) and hence in (5-38) is the average electric field acting
to polarize the individual molecule and is generally called the polarizing field or the local field. It is the average field that would exist in an imaginary cavity created by removing the molecule in question, keeping all the other molecules polarized in their locations. It is not the same as the average macroscopic field $\mathbf{E}$ at the molecule with all the molecules including the one in question remaining polarized in their locations. It is equal to the field $\mathbf{E}$ minus the average field produced by the dipole in the imaginary cavity. We have to find this average field to express $\mathbf{E}_{p}$ in terms of $\mathbf{E}$ so that $\mathbf{P}$ can be related to $\mathbf{E}$. To determine this field rigorously, we need detailed information about the shape and charge distribution of the molecule. However, we will consider a simple special case of a spherical cavity and obtain the required field in the following example.

Exiample 5-4. Two equal and opposite point charges $Q$ and $-Q$ are situated at ( $0,0, d / 2$ ) and ( $0,0-d / 2$ ), respectively, in cartesian coordinates as shown in Fig. 5.10, forming a dipole of moment $\mathbf{p}=Q d \mathbf{i}_{z}$. Obtain the average electric field intensity due to the dipole in a spherical volume of radius $a>d / 2$ and centered at the origin.

Fig. 5.10. For obtaining the average electric field intensity due to an electric dipole in a spherical volume.


Let us consider the fields due to the positive and negative point charges independently. Considering first the positive charge $Q$ located at ( $0,0, d / 2$ ), we note that its electric field at an arbitrary point $P(r, \theta, \phi)$ is given by

$$
\begin{equation*}
\mathbf{E}_{+}=\frac{Q}{4 \pi \epsilon_{0}}\left(r^{2}+\frac{1}{d^{2} / 4-r d \cos \theta}\right)^{\mathbf{i}_{Q P}} \tag{5-39}
\end{equation*}
$$

where $\mathbf{i}_{Q P}$ is the unit vector along the line from the point charge $Q$ to the point $P$. The volume integral of this field evaluated in the spherical volume $V$ of
radius $a$ is given by

$$
\begin{equation*}
\int_{V} \mathbf{E}_{+} d v=-Q\left[\int_{V} \frac{1}{4 \pi \epsilon_{0}\left(r^{2}+d^{2} / 4-r d \cos \theta\right)} \mathbf{i}_{P Q} d v\right] \tag{5-40}
\end{equation*}
$$

where $\mathbf{i}_{P Q}=-\mathbf{i}_{Q P}$. The quantity inside the brackets on the right side of $(5-40)$ can be recognized as the electric field intensity produced at the location of the point charge by a volume charge distribution of uniform density $1 \mathrm{C} / \mathrm{m}^{3}$ in the spherical volume $V$. From Gauss' law, this electric field intensilty is equal to

$$
\frac{1}{\epsilon_{0}}\left(\frac{\text { charge enclosed within the sphere of radius } d / 2}{\text { surface area of the sphere of radius } d / 2}\right) \mathbf{i}_{z}
$$

or $\left(d / 6 \epsilon_{0}\right) \mathbf{i}_{\mathbf{z}}$.
Thus we obtain

$$
\int_{V} \mathbf{E}_{+} d v=-\frac{Q d}{6 \epsilon_{0}} \mathbf{i}_{z}
$$

Similarly, the volume integral of the electric field due to the negative charge $-Q$ located at $(0,0,-d / 2)$ evaluated in the spherical volume $V$ of radius $a$ can be obtained as

$$
\begin{equation*}
\int_{V} \mathbf{E}_{-} d v=-\frac{Q d}{6 \epsilon_{0}} \mathbf{i}_{z} \tag{5-4lb}
\end{equation*}
$$

The volume integral of the electric field due to the dipole is then given by

$$
\begin{equation*}
\int_{V}\left(\mathbf{E}_{+}+\mathbf{E}_{-}\right) d v=-\frac{Q d}{3 \epsilon_{0}} \mathbf{i}_{z} \tag{5-42}
\end{equation*}
$$

Finally, the average field due to the dipole in the spherical volume is given by

$$
\begin{align*}
\mathbf{E}_{a v} & =\frac{1}{V} \int_{V}\left(\mathbf{E}_{+}+\mathbf{E}_{-}\right) d v  \tag{5-43}\\
& =\frac{1}{\frac{4}{3} \pi a^{3}}\left(-\frac{Q d}{3 \epsilon_{0}} \mathbf{i}_{z}\right)=-\frac{\mathbf{p}}{4 \pi \epsilon_{0} a^{3}}
\end{align*}
$$

It is left as an exercise (Problem 5.16) for the student to show that (5-43) is true for any arbitrary charge distribution of dipole moment $\mathbf{p}$ situated in the spherical volume of radius $a$.

From the result (5-43) of Example 5-4, we now relate the polarizing field $\mathbf{E}_{p}$ with the average macroscopic field $\mathbf{E}$ as

$$
\begin{equation*}
\mathbf{E}_{p}=\mathbf{E}-\mathbf{E}_{a v}=\mathbf{E}-\left(\frac{-\mathbf{p}}{4 \pi \epsilon_{0} a^{3}}\right)=\mathbf{E}+\frac{\mathbf{P}}{3\left(\frac{4}{3} \pi a^{3}\right)} \overline{N \epsilon_{0}} \tag{5-44}
\end{equation*}
$$

where we have substituted $\mathbf{p}=\mathbf{P} / N$ from (5-37). Now, if we assume that the molecular volume is equal to the volume of the spherical cavity, then $\left(\frac{4}{3} \pi a^{3}\right) N$ is equal to 1 since $N$ is the number of molecules per unit volume.

Equation (5-44) then reduces to

$$
\begin{equation*}
\mathbf{E}_{p}=\mathbf{E}+\frac{\mathbf{P}}{3 \epsilon_{0}} \tag{5-45}
\end{equation*}
$$

Although we have obtained (5-45) by making certain simplifying assumptions, it is found that the experimentally observed behavior of many dielectric materials agrees remarkably well with that following from (5-45). Substituting (5-45) into (5-38), we obtain

$$
\begin{equation*}
\mathbf{P}=N \alpha\left(\mathbf{E}+\frac{\mathbf{P}}{3 \epsilon_{0}}\right) \tag{5-46}
\end{equation*}
$$

Rearranging (5-46), we obtain the relationship between $\mathbf{P}$ and $\mathbf{E}$ as

$$
\begin{equation*}
\mathbf{P}=\frac{3 \alpha N}{3 \epsilon_{0}-\alpha N} \epsilon_{0} \mathbf{E} \tag{5-47}
\end{equation*}
$$

Defining a dimensionless parameter $\chi_{e}$, known as the "electric susceptibility," as

$$
\begin{equation*}
\chi_{e}=\frac{3 \alpha N}{3 \epsilon_{0}-\alpha N} \tag{5-48}
\end{equation*}
$$

Eq. (5-47) can be written as

$$
\begin{equation*}
\mathbf{P}=\epsilon_{0} \chi_{e} \mathbf{E} \tag{5-49}
\end{equation*}
$$

This simple relationship between the polarization vector $\mathbf{P}$ and the average macroscopic electric field $\mathbf{E}$ in the dielectric indicates that $\mathbf{P}$ is proportional to $\mathbf{E}$. Materials for which this relationship holds, that is, $\chi_{e}$ is independent of the magnitude as well as the direction of $\mathbf{E}$ are known as linear isotropic dielectric materials. For certain dielectric materials, each component of $\mathbf{P}$ can be dependent on all components of $\mathbf{E}$. In such cases, $\mathbf{P}$ is not parallel to $\mathbf{E}$ and the materials are not isotropic. Such materials are known as anisotropic dielectric materials.

### 5.5 Dielectrics in Electric Fields; Polarization Charge and Current

In Section 5.4 we learned that polarization occurs in dielectric materials under the influence of an applied electric field. We defined polarization by means of a polarization vector $\mathbf{P}$, which is the electric dipole moment per unit volume. The polarization vector is related to the electric field responsible for producing it, through Eq. (5-49). When a dielectric material is placed in an electric field, the induced polarization produces a secondary electric field, which reduces the applied field, which in turn causes a change in the polarization vector, and so on. When this adjustment process is complete, that is, when a steady state is reached, the sum of the originally applied field and the secondary field must be such that it produces a polarization which results in the secondary field. The situation is like a feedback loop as shown in Fig. 5.11. We will assume that the adjustment takes place instantaneously


Fig. 5.11. Feedback loop illustrating the adjustment of polarization in a dielectric material to correspond to the sum of the applied field and the secondary field due to the polarization.
with the application of the field and investigate the different effects arising from the polarization. We do this by first considering some specific examples.

Example 5-5. An infinite plane dielectric slab of uniform electric susceptibility $\chi_{e 0}$ and of thickness $d$ occupies the region $0<z<d$ as shown in Fig. 5.12(a). A uniform electric field $\mathbf{E}_{a}=E_{0} \mathbf{i}_{z}$ is applied. It is desired to investigate the effect of polarization induced in the dielectric.

The applied electric field induces dipole moments in the dielectric with the negative charges separated from the positive charges and pulled awvay


Fig. 5.12. For investigating the effects of polarization induced in a dielectric material of uniform susceptibility for a uniform applied electric field.
from the direction of the field. Since the electric field and the electric susceptibility are uniform, the density of the induced dipole moments, that is, the polarization vector $\mathbf{P}$, is uniform as shown in Fig. 5.12(b). Such a distribution results in exact neutralization of all the charges except at the boundaries of the dielectric since, for each positive (or negative) charge not on the surface, there is the same amount of negative (or positive) charge associated with the dipole adjacent to it, thereby cancelling its effect. On the other hand, since the medium changes abruptly from dielectric to free space at the boundaries, no such neutralization of charges at the boundaries takes place. Thus the net result is the formation of a positive surface charge at the boundary $z=d$ and a negative surface charge at the boundary $z=0$ as shown in Fig. 5.12(c). These surface charges are known as polarization surface charges since they are due to the polarization in the dielectric. In view of the uniform density of the dipole moments, the surface charge densities are uniform. Also, in the absence of a net charge in the interior of the dielectric, the surface charge densities must be equal in magnitude to preserve the charge neutrality of the dielectric.

Let us therefore denote the surface charge densities as

$$
\rho_{p s}=\left\{\begin{array}{rl}
\rho_{p s 0} & z=d  \tag{5-50}\\
-\rho_{p s 0} & z=0
\end{array}\right.
$$

where the subscript $p$ in addition to the other subscripts stands for polarization. If we now consider a vertical column of infinitesimal rectangular cross-sectional area $\Delta S$ cut out from the dielectric as shown in Fig. 5.12(d), the equal and opposite surface charges make the column appear as a dipole of moment $\left(\rho_{p s 0} \Delta S\right) d \mathbf{i}_{2}$. On the other hand, writing

$$
\begin{equation*}
\mathbf{P}=P_{0} \mathbf{i}_{z} \tag{5-51}
\end{equation*}
$$

where $P_{0}$ is a constant in view of the uniformity of the induced polarization, the dipole moment of the column is equal to $\mathbf{P}$ times the volume of the column, or $P_{0}(d \Delta S) \mathbf{i}_{2}$. Equating the dipole moments computed in the two different ways, we have

$$
\begin{equation*}
\rho_{p s 0}=P_{0} \tag{5-52}
\end{equation*}
$$

Thus we have related the surface charge density to the magnitude of the polarization vector. Now, the surface charge distribution produces a secondary field $\mathbf{E}_{s}$ given by

$$
\mathbf{E}_{s}=\left\{\begin{array}{cl}
-\frac{\rho_{p s 0}}{\epsilon_{0}} \mathbf{i}_{z}=-\frac{P_{0}}{\epsilon_{0}} \mathbf{i}_{z} & \text { for } 0<z<d  \tag{5-53}\\
0 & \text { otherwise }
\end{array}\right.
$$

When the secondary field $\mathbf{E}_{s}$ is superimposed on the applied field the net result is a reduction of the field inside the dielectric. Denoting the total field
inside the dielectric as $\mathbf{E}_{i}$, we have

$$
\begin{equation*}
\mathbf{E}_{i}=\mathbf{E}_{a}+\mathbf{E}_{s}=E_{0} \mathbf{i}_{z}-\frac{P_{0}}{\epsilon_{0}} \mathbf{i}_{z}=\left(E_{0}-\frac{P_{0}}{\epsilon_{0}}\right) \mathbf{i}_{z} \tag{5-54}
\end{equation*}
$$

But, from (5-49),

$$
\begin{equation*}
\mathbf{P}=\epsilon_{0} \chi_{e 0} \mathbf{E}_{i} \tag{5-55}
\end{equation*}
$$

Substituting (5-51) and (5-54) into (5-55), we have

$$
P_{0}=\epsilon_{0} \chi_{e 0}\left(E_{0}-\frac{P_{0}}{\epsilon_{0}}\right)
$$

or

$$
P_{0}=\frac{\epsilon_{0} \chi_{e 0} E_{0}}{1+\chi_{e 0}}
$$

Thus the polarization surface charge densities are given by

$$
\rho_{p s}=\left\{\begin{align*}
\frac{\epsilon_{0} \chi_{e 0} E_{0}}{1+\chi_{e 0}} & z=d  \tag{5-57}\\
-\frac{\epsilon_{0} \chi_{e 0} E_{0}}{1+\chi_{e 0}} & z=0
\end{align*}\right.
$$

and the electric field intensity inside the dielectric is

$$
\mathbf{E}_{i}=\frac{E_{0}}{1+\chi_{e 0}} \mathbf{i}_{z}
$$

Since the secondary field produced outside the dielectric by the surface charge distribution is zero, the total field $\mathbf{E}_{o}$ outside the dielectric remains the same as the applied field. The field distribution both inside and outshde the dielectric is shown in Fig. 5.12(e). Although we have demonstrated only the formation of a polarization surface charge in this example, it is easy to visualize that a nonuniform applied electric field or a nonuniform electric susceptibility of the material will result in the formation of a polarization volume charge in the dielectric due to imperfect cancellation of the charges associated with the dipoles.

Example 5-6. An infinite plane dielectric slab of uniform electric susceptibility $\boldsymbol{\chi}_{e 0}$ and of thickness $d$ occupies the region $0<z<d$. A spatially uniform but time-varying electric field $\mathbf{E}=E_{0} \cos \omega t \mathbf{i}_{z}$ is applied. It is desired to investigate the effect of polarization induced in the dielectric. Assume that the induced polarization follows exactly the time variations of the applied field.

Since the applied field and the electric susceptibility of the dielectric are spatially uniform, the induced polarization is such that only surface charges of equal and opposite density are formed at the boundaries of the dielectric, and no volume charge is formed inside the dielectric. At any particular time, the surface charge densities are given by (5-57), with the value of the applied field at that time substituted for $E_{0}$. Thus the time-varying surface charge
densities are

$$
\rho_{p s}(t)= \begin{cases}\frac{\epsilon_{0} \chi_{e 0} E_{0}}{1+\chi_{e 0}} \cos \omega t & z=d  \tag{5-59}\\ \frac{\epsilon_{0} \chi_{e 0} E_{0}}{1+\chi_{e 0}} \cos \omega t & z=0\end{cases}
$$

But if the charge in a volume is varying with time, there must be a current flow out of or into that volume in accordance with the continuity equation, given in integral form by

$$
\begin{equation*}
\oint_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{V} \rho d v=0 \tag{4-103}
\end{equation*}
$$

where $S$ is the surface bounding the volume $V$. Obviously, in the present case the current flow must be inside the dielectric from one boundary to the other. This current is known as the polarization current since it is due to the polarization in the dielectric. For this example, the polarization current density must be entirely $z$-directed because of the uniformity of the polarization surface charge distributions and it must be uniform since the polarization volume charge density inside the dielectric is zero.

Let us therefore denote the polarization current density as

$$
\begin{equation*}
\mathbf{J}_{p}=J_{p 0} \mathbf{i}_{z} \quad 0<z<d \tag{5-60}
\end{equation*}
$$

where the subscript $p$ stands for polarization. To find $J_{p 0}$ we apply (4-103) to a rectangular box enclosing an infinitesimal area $\Delta S$ of the surface $z=0$ and parallel to it as shown in Fig. 5.13. Noting that the current outside the dielectric slab and the volume charge inside the slab are zero, we obtain

$$
J_{p 0} \Delta S+\frac{d}{d t}\left\{\left[\rho_{p s}\right]_{z=0} \Delta S\right\}=0
$$



Fig. 5.13. For the determination of the polarization current density resulting from the time variation of the polarization charges induced in a dielectric material.

Thus

$$
J_{p 0}=-\frac{d}{d t} \cdot\left[\rho_{p s}\right]_{z=0}=-\frac{d}{d t} \cdot\left(-\frac{\epsilon_{0} \chi_{e 0} E_{0}}{1+\chi_{e 0}} \cos \omega t\right)=-\frac{\epsilon_{0} \chi_{e 0} E_{0} \omega}{1+\chi_{e 0}} \sin \omega t
$$

and

$$
\begin{equation*}
\mathbf{J}_{p}=-\frac{\epsilon_{0} \chi_{e 0} E_{0} \omega}{1+\chi_{e 0}} \sin \omega t \mathbf{i}_{z} \quad 0<z<d \tag{5-61}
\end{equation*}
$$

It is left as an exercise for the student to verify that the same result is obtained for $\mathbf{J}_{p}$ by applying (4-103) to a rectangular box enclosing an infinitesima 1 area $\Delta S$ of the surface $z=d$ and parallel to it. Note that the polarization 1 current density is out of phase by $90^{\circ}$ with the applied electric field.

We now derive general expressions for polarization surface and volum e charge densities and polarization current density in terms of the polarization vector. To do this, let us consider a dielectric material of volume $V^{\prime}$ in whic $h$ the polarization vector $\mathbf{P}$ is an arbitrary function of position as shown in Fig. 5.14. We divide the volume $V^{\prime}$ into a number of infinitesimal volumes $d v_{i}^{\prime}$,


Fig. 5.14. For evaluating the electric potential due to induced polarization in a dielectric material.
$i=1,2,3, \ldots, n$ defined by position vectors $\mathbf{r}_{i}^{\prime}, i=1,2,3, \ldots, n$, resplectively. In each infinitesimal volume, we can consider $\mathbf{P}$ to be a constant so that the dipole moment in the $i$ th volume is $\mathbf{P}_{i} d v_{i}^{\prime}$. From (2-109), the scalar potential $d V_{i}$ at a point $Q(\mathbf{r})$ due to the dipole moment in the $i$ th volume is given by

$$
\left.d V_{i}=\frac{1 \quad \mathbf{P}_{i} d v_{i}^{\prime} \cdot\left(\mathbf{r}-\mathbf{r}_{i}^{\prime}\right)}{4 \pi \epsilon_{0}}\left|\mathbf{r}-\mathbf{r}_{i}^{\prime}\right|^{3}\right]
$$

The total potential at $Q(\mathbf{r})$ due to the dipole moments in all the $n$ infinitesimal volumes is then given by

$$
\begin{equation*}
V=\sum_{i=1}^{n} d V_{i}=\frac{1}{4 \pi \epsilon_{0}} \sum_{i=1}^{n} \frac{\mathbf{P}_{i} d v_{i}^{\prime} \cdot\left(\mathbf{r}-\mathbf{r}_{i}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}_{i}^{\prime}\right|^{3}} \tag{5-62}
\end{equation*}
$$

Equation (5-62) is good only for $|\mathbf{r}| \gg\left|\mathbf{r}_{i}^{\prime}\right|$, where $\mathbf{i}=1,2,3, \ldots, n$ since each $d v_{i}^{\prime}$ has a finite although infinitesimal volume. However, in the limit that $n \rightarrow \infty$, all the infinitesimal volumes tend to zero; the right side of (5-62) becomes an integral and the expression is valid for any $\mathbf{r}$. Thus

$$
\begin{align*}
V(\mathbf{r}) & =\frac{1}{4 \pi \epsilon_{0}} \int_{\text {volume } V^{\prime}} \frac{\mathbf{P} d v^{\prime} \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}}  \tag{5-63}\\
& =\frac{1}{4 \pi \epsilon_{0}} \int_{\text {volume } V^{\prime}} \mathbf{P} \cdot \nabla^{\prime} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{\prime}} d v^{\prime} .
\end{align*}
$$

Substituting the vector identity
in (5-63), we obtain

$$
\begin{equation*}
V(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \int_{\text {volume } V^{\prime}} \nabla^{\prime} \cdot \frac{\mathbf{P}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime}-\frac{1}{4 \pi \epsilon_{0}} \int_{\text {volume } V^{\prime}} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \nabla^{\prime} \cdot \mathbf{P} d v^{\prime} \tag{5-64}
\end{equation*}
$$

Applying the divergence theorem to the first integral on the right side of (5-64), we get

$$
\begin{equation*}
V(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \int_{\text {surface } S^{\prime}} \frac{\mathbf{P} \cdot \mathbf{i}_{n}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime}+\frac{1}{4 \pi \epsilon_{0}} \int_{\text {volume } V^{\prime}} \frac{-\nabla^{\prime} \cdot \mathbf{P}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} \tag{5-65}
\end{equation*}
$$

where $S^{\prime}$ is the surface bounding the volume $V^{\prime}$ and $\mathbf{i}_{n}^{\prime}$ is the unit normal vector to $d S^{\prime}$.

The first integral on the right side of (5-65) represents the potential at $Q(\mathbf{r})$ due to a surface charge of density $\mathbf{P} \cdot \mathbf{i}_{n}^{\prime}$ on the surface $S^{\prime}$ and the second integral is the potential at $Q(\mathbf{r})$ due to a volume charge of density $\left(-\nabla^{\prime} \cdot \mathbf{P}\right)$ in the volume $V^{\prime}$. Thus the potential at $Q(\mathbf{r})$ due to the polarization in the dielectric is the same as the sum of the potentials at $Q(\mathbf{r})$ due to a polarization surface charge of density

$$
\begin{equation*}
\rho_{p s}\left(\mathbf{r}^{\prime}\right)=\mathbf{P}\left(\mathbf{r}^{\prime}\right) \cdot \mathbf{i}_{n}^{\prime} \quad \text { on } S^{\prime} \tag{5-66a}
\end{equation*}
$$

and due to a polarization volume charge of density

$$
\begin{equation*}
\rho_{p}\left(\mathbf{r}^{\prime}\right)=-\boldsymbol{\nabla}^{\prime} \cdot \mathbf{P}\left(\mathbf{r}^{\prime}\right) \quad \text { in } V^{\prime} \tag{5-66b}
\end{equation*}
$$

We note that the total charge in $V^{\prime}$ is

$$
\oint_{S^{\prime}} \rho_{p s} d S^{\prime}+\int_{V^{\prime}} \rho_{p} d v^{\prime}=\oint_{S^{\prime}}\left(\mathbf{P} \cdot \mathbf{i}_{n}^{\prime}\right) d S^{\prime}-\int_{V^{\prime}}\left(\nabla^{\prime} \cdot \mathbf{P}\right) d v^{\prime}=0
$$

according to the divergence theorem, so that the charge neutrality of the dielectric is satisfied. Thus the total polarization volume charge in $V^{\prime}$ is equal to the negative of the total polarization surface charge on $S^{\prime}$. Omitting the primes in (5-66a) and (5-66b), we have

$$
\begin{align*}
\boldsymbol{\rho}_{p s} & =\mathbf{P} \cdot \mathbf{i}_{n}  \tag{5-67}\\
\boldsymbol{\rho}_{p} & =-\boldsymbol{\nabla} \cdot \mathbf{P} \tag{5-68}
\end{align*}
$$

Now, the polarization current density $\mathbf{J}_{p}$ in the dielectric due to the time variation of the polarization charge density should satisfy the continuity equation

$$
\begin{equation*}
\nabla \cdot \mathbf{J}_{p}+\frac{\partial \rho_{p}}{\partial t}=0 \tag{5-69}
\end{equation*}
$$

Substituting for $\rho_{p}$ in (5-69) from (5-68), we have

$$
\boldsymbol{\nabla} \cdot \mathbf{J}_{p}-\frac{\partial}{\partial t}(\boldsymbol{\nabla} \cdot \mathbf{P})=0
$$

or

$$
\boldsymbol{\nabla} \cdot\left(\mathbf{J}_{p}-\frac{\partial \mathbf{P}}{\partial t}\right)=0
$$

or

$$
\begin{equation*}
\mathbf{J}_{p}-\frac{\partial \mathbf{P}}{\partial t}=\text { constant with time } \tag{1}
\end{equation*}
$$

The constant must, however, be zero since we know that $\mathbf{J}_{p}$ is zero when $\partial \mathrm{P} / \partial t$ is zero. Thus

$$
\begin{equation*}
\mathbf{J}_{p}=\frac{\partial \mathbf{P}}{\partial t} \tag{5-7l}
\end{equation*}
$$

Summarizing what we have learned in this section, the induced dipole moments due to polarization in a dielectric material placed in an electric field have the effect of creating in general the following:
(a) polarization surface charges, having densities given by (5-67), at the boundaries of the dielectric,
(b) polarization volume charge of density given by (5-68) in the dielectric and such that the total volume charge is exactly the negative of the total surface charge so as to preserve the charge neutrality of the material, and
(c) polarization current of density given by (5-71) resulting from the time variation of the polarization charges.
We have also shown that the polarization charges and currents alter the applied electric field in the material. Such a modification of the applied field occurs outside the material as well in the general case. The magnetic field associated with the applied electric field is also altered by the addition
of the secondary magnetic field due to the polarization current and the timevariation of the secondary electric field.

### 5.6 Displacement Flux Density and Relative Permittivity

In Section 5.5 we learned that the electric field in a dielectric material is the superposition of an applied field $\mathbf{E}_{a}$ and a secondary field $\mathbf{E}_{s}$ which results from the polarization $\mathbf{P}$, which in turn is induced by the total field $\left(\mathbf{E}_{a}+\mathbf{E}_{s}\right)$, as shown in Fig. 5.11. Thus, from Fig. 5.11 and Eq. (5-49), we have

$$
\begin{align*}
\mathbf{P} & =\epsilon_{0} \chi_{e}\left(\mathbf{E}_{a}+\mathbf{E}_{s}\right)  \tag{5-72}\\
\mathbf{E}_{s} & =f(\mathbf{P}) \tag{5-73}
\end{align*}
$$

where $f(\mathbf{P})$ denotes a function of $\mathbf{P}$. Determination of the secondary field $\mathbf{E}_{s}$ and hence the total field $\left(\mathbf{E}_{a}+\mathbf{E}_{s}\right)$ for a given applied field $\mathbf{E}_{a}$ requires a simultaneous solution of (5-72) and (5-73) which, in general, is very inconvenient. To circumvent this problem, we make use of the results of Section 5.5 , in which we found that the induced polarization is equivalent to a polarization surface charge of density $\rho_{p s}$, a polarization volume charge of density $\rho_{p}$, and a polarization current of density $\mathbf{J}_{p}$, as given by (5-67), (5-68), and (5-71), respectively. The secondary electric and magnetic fields are the fields produced by these charges and current as if they were situated in free space, in the same way as the charges and currents responsible for the applied electric field and its associated magnetic field.

Thus the secondary electromagnetic field satisfies Maxwell's equations

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot \mathbf{E}_{s}=\frac{\rho_{p}}{\epsilon_{0}}  \tag{5-74a}\\
& \boldsymbol{\nabla} \cdot \mathbf{B}_{s}=0  \tag{5-74b}\\
& \boldsymbol{\nabla} \times \mathbf{E}_{s}=\frac{\partial \mathbf{B}_{s}}{\partial t}  \tag{5-74c}\\
& \boldsymbol{\nabla} \times \mathbf{B}_{s}=\mu_{0}\left[\mathbf{J}_{p}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}_{s}\right)\right] \tag{5-74d}
\end{align*}
$$

where $\mathbf{B}_{s}$ is the secondary magnetic field. On the other hand, if the "true" charge and current densities responsible for the applied field $\mathbf{E}_{a}$ with its associated magnetic field $\mathbf{B}_{a}$ are $\rho$ and $\mathbf{J}$, respectively, we have

$$
\begin{align*}
\nabla \cdot \mathbf{E}_{a} & =\frac{\rho}{\epsilon_{0}}  \tag{5-75a}\\
\boldsymbol{\nabla} \cdot \mathbf{B}_{a} & =0  \tag{5-75b}\\
\nabla \times \mathbf{E}_{a} & =\frac{\partial \mathbf{B}_{a}}{\partial t}  \tag{5-75c}\\
\boldsymbol{\nabla} \times \mathbf{B}_{a} & =\mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}_{a}\right)\right] \tag{5-75~d}
\end{align*}
$$

Now, adding (5-74a)-(5-74d) to (5-75a)-(5-75d), respectively, we obtain

$$
\begin{align*}
\boldsymbol{\nabla} \cdot\left(\mathbf{E}_{a}+\mathbf{E}_{s}\right) & =\frac{\rho+\rho_{p}}{\epsilon_{0}}  \tag{5-76a}\\
\boldsymbol{\nabla} \cdot\left(\mathbf{B}_{a}+\mathbf{B}_{s}\right) & =0  \tag{5-76~b}\\
\boldsymbol{\nabla} \times\left(\mathbf{E}_{a}+\mathbf{E}_{s}\right) & =-\frac{\partial}{\partial t}\left(\mathbf{B}_{a}+\mathbf{B}_{s}\right)  \tag{5-76c}\\
\boldsymbol{\nabla} \times\left(\mathbf{B}_{a}+\mathbf{B}_{s}\right) & =\mu_{0}\left\{\mathbf{J}+\mathbf{J}_{p}+\frac{\partial}{\partial t}\left[\epsilon_{0}\left(\mathbf{E}_{a}+\mathbf{E}_{s}\right)\right]\right\} \tag{5-76d}
\end{align*}
$$

Substituting

$$
\begin{align*}
\mathbf{E} & =\mathbf{E}_{a}+\mathbf{E}_{s}  \tag{5-77a,j}\\
\mathbf{B} & =\mathbf{B}_{a}+\mathbf{B}_{s}  \tag{5-77b}\\
\rho_{p} & =-\boldsymbol{\nabla} \cdot \mathbf{P}  \tag{5-68}\\
\mathbf{J}_{p} & =\frac{\partial \mathbf{P}}{\partial t} \tag{5-71}
\end{align*}
$$

in (5-76a)-(5-76d), and rearranging, we obtain

$$
\begin{align*}
\boldsymbol{\nabla} \cdot\left(\epsilon_{0} \mathbf{E}+\mathbf{P}\right) & =\rho  \tag{5-78a}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-78b}\\
\boldsymbol{\nabla} \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{5-78c}\\
\boldsymbol{\nabla} \times \mathbf{B} & =\mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}+\mathbf{P}\right)\right] \tag{5-78d}
\end{align*}
$$

where $\mathbf{E}$ and $\mathbf{B}$ are the total fields.
We now define a vector $\mathbf{D}$, known as the displacement flux density vector, and given by

$$
\begin{equation*}
\mathbf{D}=\epsilon_{0} \mathbf{E}+\mathbf{P} \tag{5-79}
\end{equation*}
$$

Note that the units of $\mathbf{D}$ are the same as those of $\epsilon_{0} \mathbf{E}$ and $\mathbf{P}$, that is, coulombs per square meter, and hence it is a flux density vector. Substituting (5-79) into (5-78a)-(5-78d), we obtain

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho  \tag{5-80}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-81}\\
\boldsymbol{\nabla} \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{5-82}\\
\boldsymbol{\nabla} \times \mathbf{B} & =\mu_{0}\left(\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t}\right) \tag{5-83}
\end{align*}
$$

Thus the new field $\mathbf{D}$ results in a set of equations which does not explicitly contain the polarization charge and current densities, unlike the equations (5-76a)-(5-76d).

Substituting for $\mathbf{P}$ in (5-79) from (5-49), we have

$$
\begin{equation*}
\mathbf{D}=\epsilon_{0} \mathbf{E}+\epsilon_{0} \chi_{e} \mathbf{E}=\epsilon_{0}\left(1+\chi_{e}\right) \mathbf{E}=\epsilon_{0} \epsilon_{r} \mathbf{E}=\epsilon \mathbf{E} \tag{5-84}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\epsilon_{r}=1+\chi_{e} \tag{5-85}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon=\epsilon_{0} \epsilon_{r} \tag{5-86}
\end{equation*}
$$

The quantity $\epsilon_{r}$ is known as the relative permittivity or dielectric constant of the dielectric and $\epsilon$ is the permittivity of the dielectric. Note that $\epsilon_{r}$ is dimensionless and that (5-84) is true only for linear dielectrics if $\epsilon$ is to be treated as a constant for a particular dielectric, whereas (5-79) holds in general. Substituting (5-84) into (5-80)-(5-83), we obtain

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{E} & =\frac{\rho}{\epsilon}  \tag{5-87a}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-87b}\\
\nabla \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{5-87c}\\
\boldsymbol{\nabla} \times \mathbf{B} & =\mu_{0}\left[\mathbf{J}+\frac{\partial}{\partial t}(\epsilon \mathbf{E})\right] \tag{5-87d}
\end{align*}
$$

Equations (5-87a)-(5-87d) are the same as Maxwell's equations for free space except that $\epsilon_{0}$ is replaced by $\epsilon$. Thus the electric and magnetic fields in the presence of a dielectric can be computed in exactly the same manner as for free space except that we have to use $\epsilon$ instead of $\epsilon_{0}$ for permittivity. In fact, if $\chi_{e}=0, \epsilon_{r}=1$ and $\epsilon=\epsilon_{0}$ so that free space can be considered as a dielectric with $\epsilon=\epsilon_{0}$, and hence, Eqs. (5-87a)-(5-87d) can be used for free space as well. The permittivity $\epsilon$ takes into account the effects of polarization and there is no need to consider them when we use $\epsilon$ for $\epsilon_{0}$, thereby eliminating the necessity for the simultaneous solution of (5-72) and (5-73). In the case of a boundary between two different dielectrics, the appropriate boundary conditions for $\mathbf{D}$ take into account implicitly the polarization surface charge. We will consider these boundary conditions in Section 5.12. The relative permittivity is an experimentally measurable parameter and its values for several dielectric materials are listed in Table 5.2.

Example 5-7. For the dielectric slab of Example 5-5, find and sketch the direction lines of the displacement flux density and the electric field intensity vectors both inside and outside the dielectric.

From Example 5-5, the electric field intensity inside the dielectric is given by

$$
\begin{equation*}
\mathbf{E}_{i}=\frac{E_{0}}{1+\chi_{e 0}} \mathbf{i}_{z} \tag{5-58}
\end{equation*}
$$

TABLE 5.2. Relative Permittivities of Some Materials

| Material | Relative <br> Permittivity | Material | Relative <br> Permittivity |
| :--- | :---: | :--- | :--- |
| Air | 1.0006 | Dry earth | 5 |
| Paper | $2-3$ | Glass | $5-10$ |
| Rubber | $2-3.5$ | Mica | 6 |
| Teflon | 2.1 | Porcelain | 6 |
| Polyethylene | 2.26 | Neoprene | 6.7 |
| Poystyrene | 2.56 | Wet earth | 10 |
| Plexiglass | $2.6-3.5$ | Ethyl alchohol | 24.3 |
| Nylon | 3.5 | Glycerol | 42.5 |
| Fused quartz | 3.8 | Distilled water | 81 |
| Bakelite | 4.9 | Titanium dioxide | 100 |

The relative permittivity of the dielectric is $1+\chi_{e 0}$. Thus the displacement flux density inside the dielectric is

$$
\mathbf{D}_{i}=\epsilon_{0}\left(1+\chi_{e 0}\right) \mathbf{E}_{i}=\frac{\epsilon_{0}\left(1+\chi_{e 0}\right)}{1+\chi_{e 0}} E_{0} \mathbf{i}_{z}=\epsilon_{0} E_{0} \mathbf{i}_{z}
$$

Outside the dielectric, the electric field intensity is the same as the applied value so that the displacement flux density is

$$
\mathbf{D}_{o}=\epsilon_{0} \mathbf{E}_{a}=\epsilon_{0} E_{0} \mathbf{i}_{z}
$$

Thus, for this example, the displacement flux density vectors inside and outside the dielectric are the same and equal to the displacement flux density associated with the applied electric field intensity. Both $\mathbf{D}$ and $\mathbf{E}$ fields inside and outside the dielectric are shown in Fig. 5.15. We note that the direction lines of $\mathbf{D}$ do not begin or end on the polarization charges whereas the direction lines of $\mathbf{E}$ begin and end on them. The direction lines of $\mathbf{D}$ begin and


Fig. 5.15. Displacement flux density and electric field intensity vectors for the dielectric slab of Example 5-5.
end only on the charges other than the polarization charges whereas the direction lines of $\mathbf{E}$ begin and end on both kinds of charges.

Example 5-8. A point charge $Q$ is situated at the center of a spherical dielectric shell of uniform permittivity $\epsilon$ and having inner and outer radii $a$ and $b$, respectively, as shown in Fig. 5.16. The entire arrangement is enclosed by a grounded conducting shell of inner radius $c$ and concentric with the dielectric shell. Find and sketch the $\mathbf{D}$ and $\mathbf{E}$ fields in three different regions: $0<r<a, a<r<b$, and $b<r<c$. Also find and sketch the $\mathbf{P}$ field and the polarization charges in the dielectric and the charge induced on the conductor surface.


Fig. 5.16. Displacement flux density, electric field intensity, and polarization vectors for the arrangement of a point charge at the center of a spherical dielectric shell enclosed by a grounded spherical conductor concentric with the dielectric shell.

We make use of the spherical symmetry associated with the problem and apply the integral form of (5-87a) given by

$$
\begin{equation*}
\oint_{S} \mathbf{E} \cdot d \mathbf{S}=\frac{1}{\epsilon} \int_{V} \rho d v=\frac{1}{\epsilon}(\text { true charge enclosed by } S) \tag{5-88}
\end{equation*}
$$

to three different spherical surfaces centered at the point charge and lying in the three different regions. Thus we obtain

$$
\mathbf{E}= \begin{cases}\frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} & 0<r<a  \tag{5-89}\\ \frac{Q}{4 \pi \epsilon r^{2}} \mathbf{i}_{r} & a<r<b \\ \frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r} & b<r<c\end{cases}
$$

The corresponding $\mathbf{D}$ field is given by

$$
\begin{align*}
\mathbf{D} & = \begin{cases}\epsilon_{0} \mathbf{E}=\frac{Q}{4 \pi r^{2}} \mathbf{i}_{r} & 0<r<a \\
\epsilon \mathbf{E}=\frac{Q}{4 \pi r^{2}} \mathbf{i}_{r} & a<r<b \\
\epsilon_{0} \mathbf{E}=\frac{Q}{4 \pi r^{2}} \mathbf{i}_{r} & b<r<c\end{cases} \\
& =\frac{Q}{4 \pi r^{2}} \mathbf{i}_{r} \tag{5-90}
\end{align*}
$$

Alternatively and more elegantly, we can use the integral form of (5-80) given by

$$
\begin{equation*}
\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v=(\text { true charge enclosed by } S) \tag{5-91}
\end{equation*}
$$

and apply it to a spherical surface centered at the point charge and having any radius $r$, where $0<r<c$. Since the right side of (5-91) does not depend upon the permittivity of the medium, we then obtain the result given by (5-90). Having obtained this, we can then find $\mathbf{E}$ in the three different regions by dividing $\mathbf{D}$ by the corresponding permittivity.

Now, from (5-79), the polarization vector $\mathbf{P}$ inside the dielectric is given by

$$
\begin{align*}
\ddot{\mathbf{P}} & =\mathbf{D}-\epsilon_{0}[\mathbf{E}]_{a<r<b} \\
& =\frac{Q}{4 \pi r^{2}} \mathbf{i}_{r}-\epsilon_{0} \frac{Q}{4 \pi \epsilon r^{2}} \mathbf{i}_{r}=\frac{Q}{4 \pi r^{2}}\left(1-\frac{\epsilon_{0}}{\epsilon}\right) \mathbf{i}_{r} \tag{5-92}
\end{align*}
$$

The polarization volume and surface charge densities are

$$
\begin{align*}
\rho_{p} & =-\nabla \cdot \mathbf{P}=-\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} P_{r}\right) \\
& =-\frac{1}{r^{2}} \frac{\partial}{\partial r}\left[\frac{Q}{4 \pi}\left(1-\frac{\epsilon_{0}}{\epsilon}\right)\right]=0  \tag{5-93a}\\
{\left[\rho_{p s}\right]_{r=a} } & =[\mathbf{P}]_{r=a} \cdot\left(-\mathbf{i}_{r}\right) \\
& =\left[\frac{Q}{4 \pi a^{2}}\left(1-\frac{\epsilon_{0}}{\epsilon}\right) \mathbf{i}_{r}\right] \cdot\left(-\mathbf{i}_{r}\right)=-\frac{Q}{4 \pi a^{2}}\left(1-\frac{\epsilon_{0}}{\epsilon}\right)  \tag{5-93b}\\
{\left[\rho_{p s}\right]_{r=b} } & =[\mathbf{P}]_{r=b} \cdot\left(\mathbf{i}_{r}\right) \\
& =\left[\frac{Q}{4 \pi b^{2}}\left(1-\frac{\epsilon_{0}}{\epsilon}\right) \mathbf{i}_{r}\right] \cdot\left(\mathbf{i}_{r}\right)=\frac{Q}{4 \pi b^{2}}\left(1-\frac{\epsilon_{0}}{\epsilon}\right) \tag{5-93c}
\end{align*}
$$

The $\mathbf{D}$ and $\mathbf{E}$ fields in the three regions, the $\mathbf{P}$ field in the dielectric, and the polarization surface charge densities are shown in Fig. 5.16. From (5-26), the surface charge density induced on the conductor surface $r=c$ is given by

$$
\begin{equation*}
\left[\rho_{s}\right]_{r=c}=\epsilon_{0}[\mathbf{E}]_{r=c} \cdot\left(-\mathbf{i}_{r}\right)=-\epsilon_{0}\left[E_{r}\right]_{r=c}=-\frac{Q}{4 \pi c^{2}} \tag{5-94}
\end{equation*}
$$

so that the total charge induced on the conductor surface is $-Q$. These charges are shown in Fig. 5.16. We can obtain this result alternatively by recalling that $\mathbf{E}$ inside the conductor is zero. Then $\oint_{S} \mathbf{E} \cdot d \mathbf{S}$ for any surface $S$ entirely within the conductor must be zero. For this to be true, an amount of charge equal and opposite to the sum of all kinds of charges (polarization or otherwise) enclosed by the conductor must be induced on the conductor surface. Since the sum of all kinds of charges enclosed by the conductor is

$$
Q+\left[\rho_{p s}\right]_{r=a} 4 \pi a^{2}+\left[\rho_{p s}\right]_{r=b} 4 \pi b^{2}=Q
$$

the induced charge on the conductor surface must be $-Q$. Alternatively and more elegantly, we note that $\mathbf{D}=\epsilon_{0} \mathbf{E}$ is zero inside the conductor. Hence $\oint_{S} \mathbf{D} \cdot d \mathbf{S}$ for any surface $S$ entirely within the conductor must be zero. For this to be true, an amount of charge equal and opposite to all charges other than polarization charges, enclosed by the conductor must be induced on the conductor surface. Since the charge, other than polarization charge, enclosed by the conductor is the point charge $Q$, the induced charge on the conductor surface must be $-Q$. This induced charge required to make the field inside the conductor equal to zero is acquired from the ground.

From Fig. 5.16, we once again note that the direction lines of $\mathbf{E}$ begin and end on all kinds of charges (polarization or otherwise) whereas the direction lines of $\mathbf{D}$ begin and end only on charges other than polarization charges. The gaps in the direction lines of $\mathbf{E}$ resulting from the polarization charges are filled by the direction lines of $\mathbf{P}$. The flux of $\mathbf{E}$ through a spherical surface centered at the point charge varies from medium to medium, depending upon the permittivity of the medium in which the surface lies. On the other hand, the flux of $\mathbf{D}$ through that surface is always equal to only the true charges, that is, charges other than the polarization charges, enclosed by the surface, irrespective of the permittivities of the media bounded by the surface. Thus there is a displacement flux from the true charges which is independent of the medium as originally discovered by Faraday when he found experimentally that the induced charge on the conductor surface was independent of the medium. However, the vector D was introduced later by Maxwell, who called it the "displacement." This explains the name "displacement flux density" for $\mathbf{D}$. In Section 4.4 we introduced the concept of displacement current as the time derivative of the flux of $\epsilon_{0} \mathbf{E}$. We now recognize that $\epsilon_{0} \mathbf{E}$ is simply the displacement flux density in free space and hence the name displacement current, again attributed to Maxwell, for the time derivative of the flux of $\epsilon_{0} \mathbf{E}$. It follows that the generalization of the displacement current density of Section 4.5 to dielectric media is $\frac{\partial \mathbf{D}}{\partial t}=\frac{\partial}{\partial t}\left(\epsilon_{0} \mathbf{E}+\mathbf{P}\right)$, which reduces to $\frac{\partial}{\partial t}(\epsilon \mathbf{E})$ for linear dielectrics.

### 5.7 Magnetization and Magnetic Materials

Thus far in this chapter, we have been concerned with the response of materials to electric fields. We now turn our attention to materials known as magnetic materials which, as the name implies, are classified according to their magnetic behavior. According to a simplified atomic model, the electrons associated with a particular nucleus orbit around the nucleus in circular paths while spinning about themselves. In addition, the nucleus itself has a spin motion associated with it. Since the movement of charge constitutes a current, these orbital and spin motions are equivalent to current loops of atomic dimensions. We learned in Chapter 3 that a circular current loop is the magnetic analog of the electric dipole. Thus each atom can be characterized by a superposition of magnetic dipole moments corresponding to the electron orbital motions, electron spin motions, and the nuclear spin. However, owing to the heavy mass of the nucleus, the angular velocity of the nuclear spin is much smaller than that of an electron spin and hence the equivalent current associated with the nuclear spin is much smaller than the equivalent current associated with an electron spin. The dipole moment due to the nuclear spin can therefore be neglected in comparison with the other two effects. The schematic representations of a magnetic dipole as seen from along its axis and from a point in its plane are shown in Figs. 5.17(a) and 5.17(b), respectively.

In many materials, the net magnetic moment of each atom is zero in the absence of an applied magnetic field. An applied magnetic field has the effect of inducing a net dipole moment or "magnetizing" the material by changing the angular velocities of the electron orbits. This induced "magnetization" is in opposition to the applied field so that there is a net reduction in the magnetic flux density in the material from the applied value. Such materials are said to be "diamagnetic." In fact, "diamagnetism," which is analogous to electronic polarization, is prevalent in all materials. We will illustrate the diamagnetic effect by means of the following example.

(a)

(b)

Fig. 5.17. Schematic representation of a magnetic dipole: (a) as seen from along its axis, and (b) as seen from a point in its plane.

Example 5-9. Assume that the nucleus of an atom is a point charge equal to $|e|$, where $e$ is the charge of an electron. Consider an electron of mass $m_{e}$ in a circular orbit of radius $a$ around the nucleus with an angular velocity $\omega_{0} \mathrm{rad} / \mathrm{sec}$. It is desired to find the change in the dipole moment of the orbiting electron due to the application of a uniform external magnetic field perpendicular to the orbital plane of the electron, assuming that the radius of the orbit remains equal to $a$.

Let the nucleus be at the origin and the electronic orbit be in the $x y$ plane as shown in Fig. 5.18, so that the angular velocity in the absence of the external field is $\pm \omega_{0} \mathbf{i}_{z}$. Let the applied magnetic field be $\mathbf{B}_{m}=B_{0} \mathbf{i}_{z}$ and the resulting angular velocity be $\pm \omega \mathbf{i}_{z}$. Under equilibrium conditions, the centripetal force $-m_{e} \omega^{2} a \mathbf{i}_{r}$ acting on the electron is equal to the sum of two forces: (a) the Coulomb force $F_{1}$ due to the attraction of the electron by the nucleus and (b) the magnetic force $\mathbf{F}_{2}$ due to the applied field acting on the orbiting electron. These forces are given by

$$
\mathbf{F}_{1}=-\frac{e^{2}}{4 \pi \epsilon_{0} a^{2}} \mathbf{i}_{r}
$$

Fig. 5.18. For obtaining the change in the dipole moment of an electronic orbit around the nucleus due to an applied magnetic field.

and

$$
\mathbf{F}_{2}=\mp|e| \omega a \mathbf{i}_{\phi} \times B_{0} \mathbf{i}_{z}=\mp|e| \omega a B_{0} \mathbf{i}_{r}
$$

Thus

$$
-m_{e} \omega^{2} a \mathbf{i}_{r}=-\frac{e^{2}}{4 \pi \epsilon_{0} a^{2}} \mathbf{i}_{r} \mp|e| \omega a B_{0} \mathbf{i}_{r}
$$

or

$$
\begin{equation*}
\omega^{2}=\frac{e^{2}}{4 \pi m_{e} \epsilon_{0} a^{3}} \pm \frac{|e| \omega B_{0}}{m_{e}} \tag{5-95}
\end{equation*}
$$

In the absence of the external field, $B_{0}$ is zero, $\omega=\omega_{0}$ and we have

$$
\begin{equation*}
\omega_{0}^{2}=\frac{e^{2}}{4 \pi m_{e} \epsilon_{0} a^{3}} \tag{5-96}
\end{equation*}
$$

Substituting (5-96) into (5-95), we obtain

$$
\begin{equation*}
\omega^{2}-\omega_{0}^{2}=\left(\omega+\omega_{0}\right)\left(\omega-\omega_{0}\right)= \pm \frac{|e| \omega B_{0}}{m_{e}} \tag{5-97}
\end{equation*}
$$

The perturbation in $\omega_{0}$ by the external field is, however, so small that $\omega+\omega_{0}$ can be approximated by $2 \omega$. Equation (5-97) then reduces to

$$
\begin{equation*}
\omega-\omega_{0} \approx \pm \frac{|e| B_{0}}{2 m_{e}} \tag{5-98}
\end{equation*}
$$

Now, the equivalent current due to an orbiting electron is equal to the amount of charge passing through any point on the orbit in 1 sec , or $e$ times the number of times that the electron passes through the point in 1 sec . For an angular velocity of $\omega \mathbf{i}_{2}$, the number of times is $\omega / 2 \pi$ so that the equivalent current is $|e| \omega / 2 \pi$. This current circulates in the sense opposite to that of the electron orbit since the electronic charge is negative. Thus the magnetic dipole moment due to the orbiting electron is given by

$$
\begin{equation*}
\mathbf{m}=\mp \frac{|e| \omega}{2 \pi} \pi a^{2} \mathbf{i}_{z}=\mp \frac{|e| \omega a^{2}}{2} \mathbf{i}_{z} \tag{5-99}
\end{equation*}
$$

The dipole moment in the absence of the external field is

$$
\begin{equation*}
\mathbf{m}_{0}=\mp \frac{|e| \omega_{0} a^{2}}{2} \mathbf{i}_{z} \tag{5-100}
\end{equation*}
$$

The change in the dipole moment due to application of $\mathbf{B}_{m}$ is

$$
\begin{equation*}
\Delta \mathrm{m}=\mathbf{m}-\mathbf{m}_{0}=\mp \frac{|e| a^{2}}{2}\left(\omega-\omega_{0}\right) \mathbf{i}_{z} \tag{5-101}
\end{equation*}
$$

Substituting (5-98) into (5-101), we obtain

$$
\begin{equation*}
\Delta \mathrm{m}=\mp \frac{|e| a^{2}}{2}\left( \pm \frac{|e| B_{0}}{2 m_{e}}\right) \mathbf{i}_{z}=-\frac{e^{2} a^{2}}{4 m_{e}} \mathbf{B}_{m} \tag{5-102}
\end{equation*}
$$

Thus the change in the dipole moment and hence the magnetic field resulting from the change is in opposition to the applied magnetic field and independent of the sense of the electron orbit. This is consistent with Lenz' law, discussed in Section 4.2, which states that the change in magnetic flux enclosed by a loop induces a current in the loop which opposes the change in the flux. In the present case, the application of the external magnetic field causes the change in flux enclosed by the electron orbit and the induced current is the current corresponding to the change in the angular velocity of the electron.

The result of Example 5-9 illustrates the principle behind the diamagnetic property of materials without going into great detail. The change in the magnetic moment of each electronic orbit brought about by the applied magnetic field results in a net magnetization of the material which otherwise has a zero net moment.

In certain materials, diamagnetism is dominated by other effects known as paramagnetism, ferromagnetism, antiferromagnetism, and ferrimagnetism. Paramagnetism is similar to orientational polarization in dielectric materials. In "paramagnetic" materials, the individual atoms possess net nonzero magnetic moments even in the absence of an applied magnetic field. However, these "permanent" magnetic moments of the individual atoms are randomly oriented so that the net magnetization on a macroscopic scale is zero. An applied magnetic field has the influence of exerting torques on the permanent atomic magnetic dipoles as shown in Figure 5.19, to convert the initially random alignment into a partially coherent one along the field thereby inducing a net magnetization which results in an enhancement of the applied field.


Fig. 5.19. Torque acting on a magnetic dipole under the influence of a magnetic field.

Ferromagnetism is the property by means of which a material can exhibit spontaneous magnetization, that is, magnetization even in the absence of an applied field, below a certain critical temperature known as the Curie temperature. Above the Curie temperature, the spontaneous magnetization vanishes and the ordinary paramagnetic behavior results. Ferromagnetic materials possess strong dipole moments owing to the predominance of the electron spin moments over the electron orbital moments. The theory of ferromagnetism is based on the concept of magnetic "domains," as formulated by Weiss in 1907. A magnetic domain is a small region in the material in which the atomic dipole moments are all aligned in one direction, due to strong interaction fields arising from the neighboring dipoles. In the absence of an external magnetic field, although each domain is magnetized to saturation, the magnetizations in various domains are randomly oriented as shown in Fig. 5.20(a) for a single crystal specimen. The random orientation results from minimization of the associated energy. The net magnetization is therefore zero on a macroscopic scale.

With the application of a weak external magnetic field, the volumes of the domains in which the original magnetizations are favorably oriented relative to the applied field grow at the expense of the volumes of the other domains, as shown in Fig. 5.20(b). This feature is known as domain wall


Fig. 5.20. For illustrating the different steps in the magnetization of a ferromagnetic specimen: (a) Unmagnetized state. (b) Domain wall motion. (c) Domain rotation.
motion. Upon removal of the applied field, the domain wall motion reverses, bringing the material close to its original state of magnetization. With the application of stronger external fields, the domain wall motion continues to such an extent that it becomes irreversible; that is, the material does not return to its original unmagnetized state on a macroscopic scale upon removal of the field. With the application of still stronger fields, the domain wall motion is accompanied by domain rotation, that is, alignment of the magnetizations in the individual domains with the applied field as shown in Fig. 5.20 (c), thereby magnetizing the material to saturation. The material retains some magnetization along the direction of the applied field even after removal of the field. In fact, an external field opposite to the original direction has to be applied to bring the net magnetization back to zero. The phenomenon by means of which the present state of magnetization of the given material is dependent on its previous magnetic history is known as "hysteresis." We will discuss this topic further in Section 5.9. Unlike in the case of diamagnetic and paramagnetic materials, the magnetization in ferromagnetic materials is nonlinearly related to the applied field.

Antiferromagnetism and ferrimagnetism are modifications of ferromagnetism in materials which contain two interlocking sets of atoms. If the spin moments associated with these two sets of atoms are aligned parallel to each other, as shown in Fig. 5.21(a), the material behaves ferromagnetically. On the other hand, if the spin moments are aligned antiparallel to each other and are equal in magnitude as shown in Fig. 5.21(b), so that the net magnetic moment is zero even under the application of an external field, the material is said to be antiferromagnetic. If the antiparallel moments are unequal in magnitude as shown in Fig. 5.21(c), the net magnetic moment is not zero and the material is said to be ferrimagnetic. A subgroup of ferrimagnetic materials known as "ferrites" is of considerable importance technically because these materials have much lower conductivities than ferromagnetic


Fig. 5.21. Spin moments associated with interlocking sets of atoms for (a) ferromagnetic, (b) antiferromagnetic, and (c) ferrimagnetic materials.
materials while possessing comparable magnetization properties as ferromagnetic materials.

The net magnetic dipole moment created due to the magnetization of a material by an applied magnetic field produces a field which adds to the applied field (except in the case of materials for which the diamagnetic effect is the only one present) and changes its distribution both inside and outside the material in general from the one that exists in the absence of the material. This will be the topic of discussion in Section 5.8. In the remainder of this section, we will define a new vector $\mathbf{M}$, which represents the magnetization on a macroscopic scale, and relate it to the magnetic flux density. To do this let us consider a small volume $\Delta v$ of a magnetic material. If $N$ denotes the number of molecules per unit volume of the material, then there are $N \Delta v$ molecules in the volume $\Delta v$. We define a vector $\mathbf{M}$, called the "magnetization vector" as

$$
\begin{equation*}
\mathbf{M}=\frac{1}{\Delta v} \sum_{j=1}^{N \Delta v} \mathbf{m}_{j}=N \mathbf{m} \tag{5-103}
\end{equation*}
$$

where $\mathbf{m}$ is the average magnetic dipole moment per molecule. The magnetization vector $\mathbf{M}$ has the meaning of magnetic "dipole moment per unit volume" analogous to $\mathbf{P}$ in the case of dielectric materials. The units of $\mathbf{M}$ are ampere-meter ${ }^{2} /$ meter $^{3}$ or amperes per meter. We may relate the average dipole moment $\mathbf{m}$ to the magnetizing field $\mathbf{B}_{m}$ as given by

$$
\begin{equation*}
\mathbf{m}=\alpha_{m} \mathbf{B}_{m} \tag{5-104}
\end{equation*}
$$

where $\alpha_{m}$, which may be called the magnetic polarizability, is a constant for linear magnetic materials but may be a function of $\mathbf{B}_{m}$ for nonlinear magnetic materials. Substituting (5-104) into (5-103), we have

$$
\begin{equation*}
\mathbf{M}=N \alpha_{m} \mathbf{B}_{m} \tag{5-105}
\end{equation*}
$$

The field $\mathbf{B}_{m}$ is the average magnetic field acting to magnetize the individual molecule and is generally called the local field, analogous to $\mathbf{E}_{p}$ in the case of dielectric polarization. It is the average field that would exist in an
imaginary cavity created by removing the molecule under question while keeping all the other molecules magnetized in their locations. Thus it is not the same as the average macroscopic field $\mathbf{B}$ at the molecule with all the molecules including the one in question remaining magnetized in their locations. It is equal to the field $\mathbf{B}$ minus the average field produced by the dipole moment in the imaginary cavity. We have to find this average field to express $\mathbf{B}_{m}$ in terms of $\mathbf{B}$ so that $\mathbf{M}$ can be related to $\mathbf{B}$. To do this, we once again consider a simple special case of a spherical cavity and obtain the required field in the following example.

Example 5-10. A circular loop of radius $a$ and centered at the origin lies in the: $x y$ plane, as shown in Fig. 5.22. It carries a current $I$ amp in the $\phi$ direction, thus forming a dipole of moment $\mathbf{m}=I \pi a^{2} \mathbf{i}_{z}$. Obtain the average magnetic: flux density due to the dipole in a spherical volume of radius $b>a$ and centered at the origin.


Fig. 5.22. For obtaining the average magnetic flux density due to a magnetic dipole in a spherical volume.

Let us consider an infinitesimal current element Ia $d \phi^{\prime} \mathbf{i}_{\phi^{\prime}}$ at the point $Q\left(a, \pi / 2, \phi^{\prime}\right)$ on the current loop. The magnetic flux density $d \mathbf{B}$ at a point $P(r, \theta, \phi)$ due to this current element is given by

$$
\begin{equation*}
d \mathbf{B}=\frac{\mu_{0} \operatorname{Iad} d \phi^{\prime} \mathbf{i}_{\phi^{\prime}} \times\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{4 \pi \quad\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \tag{5-106}
\end{equation*}
$$

where $\mathbf{r}$ and $\mathbf{r}^{\prime}$ are position vectors corresponding to $P$ and $Q$, respectively. The integral of $d \mathbf{B}$ evaluated in the spherical volume $V$ of radius $b$ can be
written as

$$
\begin{equation*}
\int_{V}(d \mathbf{B}) d v=-\frac{\mu_{0} I a d \phi^{\prime} \mathbf{i}_{\phi^{\prime}}}{4 \pi} \times\left(-\int_{V} \frac{\mathbf{r}-\mathbf{r}^{\prime}}{\left.\mid \mathbf{r}-\mathbf{r}^{\prime}\right]^{3}} d v\right) \tag{5-107}
\end{equation*}
$$

since the integration is with respect to the coordinates of the field point $P$. Now, the integral on the right side of $(5-107)$ can be recognized as the electric field intensity at ( $a, \pi / 2, \phi^{\prime}$ ) due to a volume charge distribution of uniform density $4 \pi \epsilon_{0} \mathrm{C} / \mathrm{m}^{3}$ in the spherical volume $V$. From Gauss' law, this electric field intensity is $(4 \pi a / 3)\left(\mathbf{r}^{\prime}| | \mathbf{r}^{\prime} \mid\right)$. Substituting this result in (5-107), we have

$$
\begin{align*}
\int_{V}(d \mathbf{B}) d v & =-\frac{\mu_{0} I a d \phi^{\prime} \mathbf{i}_{\phi^{\prime}}}{4 \pi} \times \frac{4 \pi a}{3} \frac{\mathbf{r}^{\prime}}{\left|\mathbf{r}^{\prime}\right|}  \tag{5-108}\\
& =\frac{\mu_{0} I a^{2}}{3} d \phi^{\prime} \mathbf{i}_{\mathbf{z}}
\end{align*}
$$

The volume integral of $\mathbf{B}$ in the volume $V$ due to the entire current loop is then given by

$$
\begin{align*}
\int_{V} \mathbf{B} d v & =\int_{\phi^{\prime}=0}^{2 \pi} \int_{V}(d \mathbf{B}) d v \\
& =\frac{\mu_{0} I a^{2}}{3} \int_{\phi^{\prime}=0}^{2 \pi} d \phi^{\prime} \mathbf{i}_{z}=\frac{2 \mu_{0} I \pi a^{2}}{3} \mathbf{i}_{z} \tag{5-109}
\end{align*}
$$

Finally, the average field due to the dipole in the spherical volume is given by

$$
\begin{align*}
\mathbf{B}_{a v} & =\frac{1}{V} \int_{V} \mathbf{B} d v  \tag{5-110}\\
& =\frac{1}{\frac{4}{3} \pi b^{3}}\left(\frac{2 \mu_{0} I \pi a_{\dot{q}_{z}}}{3}\right)=\frac{\mu_{0} \mathbf{m}}{2 \pi b^{3}}
\end{align*}
$$

It is left as an exercise (Problem 5.28) for the student to show that (5-110) is true for any arbitrary current distribution of dipole moment $\mathbf{m}$ situated in the spherical volume of radius $b$.

From the result (5-110) of Example 5-10, we now relate the magnetizing field $\mathbf{B}_{m}$ with the average macroscopic field $\mathbf{B}$ as

$$
\begin{equation*}
\mathbf{B}_{m}=\mathbf{B}-\mathbf{B}_{a v}=\mathbf{B}-\frac{\mu_{0} \mathbf{m}}{2 \pi b^{3}}=\mathbf{B}-\frac{\mu_{0} \mathbf{M}}{\frac{3}{2}\left(\frac{4}{3} \pi b^{3}\right) N} \tag{5-111}
\end{equation*}
$$

where we have substituted $\mathbf{m}=\mathbf{M} / N$ from (5-103). Now, if we assume that the molecular volume is equal to the volume of the spherical cavity, then $\left(\frac{4}{3} \pi b^{3}\right) N$ is equal to 1 so that $(5-11)$ reduces to

$$
\begin{equation*}
\mathbf{B}_{m}=\mathbf{B}-\frac{2}{3} \mu_{0} \mathbf{M} \tag{5-112}
\end{equation*}
$$

Although we have obtained (5-112) by considering a spherical volume for the molecule, it is found that the general expression for $\mathbf{B}_{m}$ is of the form

$$
\begin{equation*}
\mathbf{B}_{m}=\mathbf{B}+(\gamma-1) \mu_{0} \mathbf{M} \tag{5-113}
\end{equation*}
$$

However, $\gamma$ may be larger than the value $\frac{1}{3}$ in (5-112) by several orders of magnitude for some materials. Substituting (5-105) into (5-113), we obtain

$$
\begin{equation*}
\frac{\mathbf{M}}{N \alpha_{m}}=\mathbf{B}+(\gamma-1) \mu_{0} \mathbf{M} \tag{5-114}
\end{equation*}
$$

Rearranging (5-114), we obtain the relationship between $\mathbf{M}$ and $\mathbf{B}_{m}$ as

$$
\begin{equation*}
\mathbf{M}=\frac{N \alpha_{m}}{1-(\gamma-1) \mu_{0} N \alpha_{m}} \mathbf{B} \tag{5-115}
\end{equation*}
$$

Defining a dimensionless parameter $\chi_{m}$, known as the "magnetic susceptibility," as

$$
\begin{equation*}
\chi_{m}=\frac{\mu_{0} N \alpha_{m}}{1-\gamma \mu_{0} N \alpha_{m}} \tag{5-116}
\end{equation*}
$$

Eq. (5-115) can be written as

$$
\begin{equation*}
\mathbf{M}=\frac{\chi_{m}}{1+\chi_{m}} \frac{\mathbf{B}}{\mu_{0}} \tag{5-117}
\end{equation*}
$$

We have thus established a simple relationship between the magnetization vector $\mathbf{M}$ and the average macroscopic magnetic field $\mathbf{B}$ in a magnetic material through the parameter $\chi_{m}$. The parameter $\chi_{m}$ is, however, constant only for diamagnetic and paramagnetic materials and is dependent on $\mathbf{B}$ for ferromagnetic materials. Values of $\chi_{m}$ for some diamagnetic and paramagnetic materials are listed in Table 5.3. Also, comparing (5-117) with (5-49), we

TABLE 5.3. Magnetic Susceptibilities of Some Diamagnetic and Paramagnetic Materials

| Diamagnetic <br> Material | $\chi_{m}$ | Paramagnetic <br> Material |  |
| :--- | :--- | :--- | :--- |
| Nitrogen | $-0.50 \times 10^{-8}$ | Air | $\chi_{m}$ |
| Hydrogen | $-0.21 \times 10^{-8}$ | Oxygen | $3.6 \times 10^{-7}$ |
| Gold | $-3.60 \times 10^{-5}$ | Magnesium | $1.2 \times 10^{-6}$ |
| Mercury | $-3.20 \times 10^{-5}$ | Aluminum | $2.3 \times 10^{-5}$ |
| Silver | $-2.60 \times 10^{-5}$ | Tungsten | $6.8 \times 10^{-5}$ |
| Copper | $-0.98 \times 10^{-5}$ | Platinum | $2.9 \times 10^{-4}$ |
| Sodium | $-0.24 \times 10^{-5}$ | Palladium | $8.2 \times 10^{-4}$ |
| Bismuth | $-1.66 \times 10^{-4}$ | Liquid oxygen | $3.5 \times 10^{-3}$ |

observe that whereas $\mathbf{M}$ and $\mathbf{B}$ are analogous to $\mathbf{P}$ and $\mathbf{E}$, respectively, $\chi_{m}$ is not analogous to $\chi_{e}$ owing to the manner in which $\chi_{m}$ is defined. We will discover the reason for this in Section 5.9. Equation (5-117) indicates that $\mathbf{M}$ is parallel to $\mathbf{B}$. Materials for which this relationship holds, that is, $\chi_{m}$ is independent of the direction of $\mathbf{B}$ are known as isotropic magnetic materials. For certain magnetic materials, each component of $\mathbf{M}$ can be dependent on all components of $\mathbf{B}$. In such cases, $\mathbf{M}$ is not parallel to $\mathbf{B}$ and the materials are not isotropic. Such materials are known as anisotropic magnetic materials.

### 5.8 Magnetic Materials in Magnetic Fields; Magnetization Current

In Section 5.7 we learned that magnetization occurs in magnetic materials under the influence of an applied magnetic field. We defined magnetization by means of a magnetization vector $\mathbf{M}$, which is the magnetic dipole moment per unit volume. The magnetization vector is related to the magnetic field responsible for producing it through Eq. (5-117). When a magnetic material is placed in a magnetic field, the resulting magnetization produces a secondary magnetic field, which increases the applied field, which in turn causes a change in the magnetization vector, and so on. When this adjustment process is complete, that is, when a steady state is reached, the sum of the originally applied field and the secondary field must be such that it produces a magnetization which results in the secondary field. The situation is like a feedback loop as shown in Fig. 5.23. We will assume that the adjustment takes place instantaneously with the application of the field and investigate the different effects arising from the magnetization. We do this by first considering an example.


Fig. 5.23. Feedback loop illustrating the adjustment of magnetization in a magnetic material to correspond to the sum of the applied field and the secondary field due to the magnetization.

Example 5-11. An infinite plane slab of magnetic material of uniform magnetic susceptibility $\chi_{m 0}$ and of thickness $d$ occupies the region $0<z<d$, as shown in Fig. 5.24(a). A uniform magnetic field $\mathbf{B}_{a}=B_{0} \mathbf{i}_{x}$ is applied. It is desired to investigate the effect of magnetization in the material.

The applied magnetic field results in magnetic dipole moments in the material which are oriented along the field. Since the magnetic field and the magnetic susceptibility are uniform, the density of the dipole moments, that is, the magnetization vector $\mathbf{M}$, is uniform as shown in Fig. 5.24(b). Such a distribution results in exact cancellation of currents everywhere except at the boundaries of the material since, for each current segment not on the surface, there is a current segment associated with the dipole adjacent to it


Fig. 5.24. For investigating the effects of magnetization induced in a magnetic material of uniform susceptibility for a uniform applied magnetic field.
and carrying the same amount of current in the opposite direction, thereby cancelling its effect. On the other hand, since the medium changes abruptly from magnetic material to free space at the boundaries, no such cancellation of currents at the boundaries takes place. Thus the net result is the formation of a negative $y$-directed surface current at the boundary $z=d$ and a positive $y$-directed surface current at the boundary $z=0$ as shown in Fig. 5.24(c). These surface currents are known as magnetization surface currents since they are due to the magnetization in the material. In view of the uniform density of the dipole moments, the surface current densities are uniform. Also, in the absence of a net current in the interior of the magnetic material, the surface current densities must be equal in magnitude so that whatever current flows on one surface returns via the other surface.

Let us therefore denote the surface current densities as

$$
\mathbf{J}_{m s}=\left\{\begin{array}{rl}
J_{m s} \mathbf{i}_{y} & z=0  \tag{5-118}\\
-J_{m s} \mathbf{i}_{y} & z=d
\end{array}\right.
$$

where the subscript $m$ in addition to the other subscripts stands for magnetization. If we now consider a vertical column of infinitesimal rectangular cross-sectional area $\Delta S=(\Delta x)(\Delta y)$ cut out from the magnetic material as shown in Fig. 5-24(d), the rectangular current loop of width $\Delta x$ makes the column appear as a dipole of moment $\left(J_{m s 0} \Delta x\right)(d \Delta y) \mathbf{i}_{x}$. On the other hand, writing

$$
\begin{equation*}
\mathbf{M}=M_{0} \mathbf{i}_{x} \tag{5-119}
\end{equation*}
$$

where $M_{0}$ is a constant in view of the uniformity of the magnetization, the dipole moment of the column is equal to $\mathbf{M}$ times the volume of the column, or $M_{0}(d \Delta x \Delta y) \mathbf{i}_{x}$. Equating the dipole moments computed in the two different ways, we have

$$
\begin{equation*}
J_{m s 0}=M_{0} \tag{5-120}
\end{equation*}
$$

Thus we have related the surface current density to the magnitude of the magnetization vector. Now, the surface current distribution produces a secondary field $\mathbf{B}_{s}$ given by

$$
\mathbf{B}_{s}=\left\{\begin{array}{cl}
\mu_{0} \mathbf{J}_{m s 0} \mathbf{i}_{x}=\mu_{0} M_{0} \mathbf{i}_{x} & \text { for } 0<z<d  \tag{5-121}\\
0 & \text { otherwise }
\end{array}\right.
$$

When the secondary field $\mathbf{B}_{s}$ is superimposed on the applied field, the net result is an increase in the field inside the material. Denoting the total field inside the material by $\mathbf{B}_{i}$, we have

$$
\begin{equation*}
\mathbf{B}_{i}=\mathbf{B}_{a}+\mathbf{B}_{s}=B_{0} \mathbf{i}_{x}+\mu_{0} M_{0} \mathbf{i}_{x}=\left(B_{0}+\mu_{0} M_{0}\right) \mathbf{i}_{x} \tag{5-122}
\end{equation*}
$$

But, from (5-117),

$$
\begin{equation*}
\mathbf{M}=\frac{\chi_{m 0}}{1+\chi_{m 0} \mu_{i}} \tag{5-123}
\end{equation*}
$$

Substituting (5-119) and (5-122) into (5-123), we have

$$
M_{0}=\frac{\chi_{m 0} \quad B_{0}+\mu_{0} M_{0}}{1+\chi_{m 0}} \mu_{0}
$$

or

$$
\begin{equation*}
M_{0}=\frac{\chi_{m 0} B_{0}}{\mu_{0}} \tag{5-124}
\end{equation*}
$$

Thus the magnetization surface current densities are given by

$$
\mathbf{J}_{m s}= \begin{cases}\frac{\chi_{m 0} B_{0}}{\mu_{0}} \mathbf{i}_{y} & z=0  \tag{5-125}\\ \frac{\chi_{m 0} B_{0}}{\mu_{0}} \mathbf{i}_{y} & z=d\end{cases}
$$

and the magnetic flux density inside the material is

$$
\begin{equation*}
\mathbf{B}_{i}=\left(1+\chi_{m 0}\right) B_{0} \mathbf{i}_{x} \tag{5-126}
\end{equation*}
$$

Since the secondary field produced outside the material by the surface current distribution is zero, the total field $B_{o}$ outside the material remains the same as the applied field. The field distribution both inside and outside the magnetic material is shown in Fig. 5-24(e). Although we have demonstrated only the formation of a magnetization surface current in this example, it is easy to visualize that a nonuniform applied magnetic field or a nonuniform magnetic susceptibility of the material will result in the formation of a magnetization volume current in the magnetic material due to imperfect cancellation of the currents associated with the dipoles.

We now derive general expressions for magnetization surface and volume; current densities in terms of the magnetization vector. To do this, let us; consider a magnetic material of volume $V^{\prime}$ in which the magnetization vector $\mathbf{M}$ is an arbitrary function of position, as shown in Fig. 5.25. We divide the


Fig. 5.25. For evaluating the magnetic vector potential due to induced magnetization in a magnetic material.
volume $V^{\prime}$ into a number of infinitesimal volumes $d v_{i}^{\prime}, i=1,2,3, \ldots, n$ defined by position vectors $\mathbf{r}_{i}^{\prime}, i=1,2,3, \ldots, n$, respectively. In eqich infinitesimal volume, we can consider $\mathbf{M}$ to be a constant so that the dipole moment in the $i$ th volume is $\mathbf{M}_{i} d v_{i}^{\prime}$. From (3-96), the magnetic vector potential $d \mathbf{A}_{i}$ at a point $Q(\mathbf{r})$ due to the dipole moment in the $i$ th volume is given by

$$
d \mathbf{A}_{i}=\frac{\mu_{0} \mathbf{M}_{i} d v_{i}^{\prime} \times\left(\mathbf{r}-\mathbf{r}_{i}^{\prime}\right)}{4 \pi}\left|\mathbf{r}-\mathbf{r}_{i}^{\prime}\right|^{3} \quad,
$$

The total vector potential at $Q(\mathbf{r})$ due to the dipole moments in all the $n$ infinitesimal volumes is then given by

$$
\begin{equation*}
\mathbf{A}_{i}=\sum_{i=1}^{n} d \mathbf{A}_{i}=\frac{\mu_{0}}{4 \pi} \sum_{i=1}^{n} \frac{\dot{\mathbf{M}}_{i} d v_{i}^{\prime} \times\left(\mathbf{r}-\mathbf{r}_{i}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}_{i}^{\prime}\right|^{3}} \tag{5-127}
\end{equation*}
$$

Equation (5-127) is good only for $|\mathbf{r}| \gg\left|\mathbf{r}_{i}^{\prime}\right|$, where $i=1,2,3, \ldots, n$ since each $d v_{i}^{\prime}$ has a finite although infinitesimal volume. However, in the limit that $n \rightarrow \infty$, all the infinitesimal volumes tend to zero; the right side of (5-127) becomes an integral and the expression is valid for any $\mathbf{r}$. Thus

$$
\begin{align*}
\mathbf{A}(\mathbf{r}) & =\frac{\mu_{0}}{4 \pi} \int_{V^{\prime}} \frac{\mathbf{M} d v^{\prime} \times\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{3}} \\
& =\frac{\mu_{0}}{4 \pi} \int_{V^{\prime}} \mathbf{M} \times \nabla^{\prime} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} \tag{5-128}
\end{align*}
$$

Substituting the vector identity

$$
\nabla^{\prime} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}=\boldsymbol{\nabla}^{\prime} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \times \mathbf{M}+\frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \nabla^{\prime} \times \mathbf{M}
$$

in (5-128), we obtain

Taking the dot product of the second integral on the right side of (5-129) with the unit vector $\mathbf{i}_{x}$ and using the divergence theorem, we have

$$
\begin{align*}
\mathbf{i}_{x} \cdot \int_{V^{\prime}} \boldsymbol{\nabla}^{\prime} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} & =\int_{V^{\prime}} \mathbf{i}_{x} \cdot \boldsymbol{\nabla}^{\prime} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} \\
& =-\int_{V^{\prime}} \boldsymbol{\nabla}^{\prime} \cdot\left(\mathbf{i}_{x} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\right) d v^{\prime}  \tag{5-130}\\
& =-\oint_{S^{\prime}} \mathbf{i}_{x} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \cdot \mathbf{i}_{n}^{\prime} d S^{\prime}
\end{align*}
$$

where $S^{\prime}$ is the surface bounding the volume $V^{\prime}$ and $\mathbf{i}_{n}^{\prime}$ is the unit normal vector to $d S^{\prime}$. Proceeding further, we obtain

$$
\begin{align*}
\mathbf{i}_{x} \cdot \int_{V^{\prime}} \boldsymbol{\nabla}^{\prime} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} & =-\oint_{S^{\prime}} \mathbf{i}_{x} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \cdot \mathbf{i}_{n}^{\prime} d S^{\prime} \\
& =-\oint_{S^{\prime}} \mathbf{i}_{x} \cdot \frac{\mathbf{M} \times \mathbf{i}_{n}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime}  \tag{5-131a}\\
& =-\mathbf{i}_{x} \cdot \oint_{S^{\prime}} \frac{\mathbf{M} \times \mathbf{i}_{n}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime}
\end{align*}
$$

Similarly, we can show that

$$
\begin{equation*}
\mathbf{i}_{y} \cdot \int_{V^{\prime}} \nabla^{\prime} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime}=-\mathbf{i}_{y} \cdot \oint_{S^{\prime}} \frac{\mathbf{M} \times \mathbf{i}_{n}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime} \tag{5-131b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{i}_{z} \cdot \int_{V^{\prime}} \nabla^{\prime} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime}=-\mathbf{i}_{z} \cdot \oint_{S^{\prime}} \frac{\mathbf{M} \times \mathbf{i}_{n}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime} \tag{5-131c}
\end{equation*}
$$

It then follows from (5-131a)-(5-131c) that

$$
\begin{equation*}
\int_{V^{\prime}} \nabla^{\prime} \times \frac{\mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime}=-\oint_{S^{\prime}} \frac{\mathbf{M} \times \mathbf{i}_{n}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime} \tag{5-132}
\end{equation*}
$$

Substituting (5-132) into (5-129), we get

$$
\begin{equation*}
\mathbf{A}(\mathbf{r})=\frac{\mu_{0}}{4 \pi} \int_{V^{\prime}} \frac{\boldsymbol{\nabla}^{\prime} \times \mathbf{M}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime}+\frac{\mu_{0}}{4 \pi} \oint_{S^{\prime}} \frac{\mathbf{M} \times \mathbf{i}_{n}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d S^{\prime} \tag{5-133}
\end{equation*}
$$

The first integral on the right side of $(5-133)$ represents the vector potential at $Q(\mathbf{r})$ due to a volume current of density $\nabla^{\prime} \times \mathbf{M}$ in the volume $V^{\prime}$ and the second integral is the vector potential at $Q(\mathbf{r})$ due to a surface current of
density $\mathbf{M} \times \mathbf{i}_{n}^{\prime}$ on the surface $S^{\prime}$. Thus the vector potential at $Q(\mathbf{r})$ due to the magnetization in the magnetic material is the same as the sum of the vecto $r$ potentials at $Q(\mathbf{r})$ due to a magnetization volume current of density

$$
\begin{equation*}
\mathbf{J}_{m}\left(\mathbf{r}^{\prime}\right)=\boldsymbol{\nabla}^{\prime} \times \mathbf{M}\left(\mathbf{r}^{\prime}\right) \quad \text { in } V^{\prime} \tag{5-134}
\end{equation*}
$$

and due to a magnetization surface current of density

$$
\begin{equation*}
\mathbf{J}_{m s}\left(\mathbf{r}^{\prime}\right)=\mathbf{M}\left(\mathbf{r}^{\prime}\right) \times \mathbf{i}_{n}^{\prime} \quad \text { on } S^{\prime} \tag{5-13:5}
\end{equation*}
$$

We note that the total volume current through any cross-sectional are a $S_{c^{\prime}}$ (of the volume $V^{\prime}$ ) bounded by the contour $C^{\prime}$ as shown in Fig. 5.25 is given by

$$
\begin{align*}
\int_{S_{c^{\prime}}} \mathbf{J}_{m} \cdot d \mathbf{S}_{c^{\prime}} & =\int_{S_{c^{\prime}}}\left(\mathbf{\nabla}^{\prime} \times \mathbf{M}\right) \cdot d \mathbf{S}_{c^{\prime}}=\oint_{C^{\prime}} \mathbf{M} \cdot d \mathbf{l}^{\prime}  \tag{6}\\
& =-\oint_{C^{\prime}}\left(\mathbf{M} \times \mathbf{i}_{n}^{\prime}\right) \cdot\left(\mathbf{i}_{n}^{\prime} \times d \mathbf{l}^{\prime}\right)=-\oint_{C^{\prime}} \mathbf{J}_{m s} \cdot\left(\mathbf{i}_{n}^{\prime} \times d \mathbf{l}^{\prime}\right)
\end{align*}
$$

where we have used Stokes' theorem to transform the surface integration to line integration. The right side of $(5-136)$ is exactly the surface current crossing the contour $C^{\prime}$ in the opposite direction to the volume current. Omitting the primes in (5-134) and (5-136), we have

$$
\begin{align*}
\mathbf{J}_{m} & =\boldsymbol{\nabla} \times \mathbf{M}  \tag{5-1;7}\\
\mathbf{J}_{m s} & =\mathbf{M} \times \mathbf{i}_{n} \tag{5-118}
\end{align*}
$$

Summarizing what we have learned in this section, the magnetic dipole moments due to magnetization in a magnetic material placed in a magnetic field have the effect of creating in general the following:
(a) Magnetization surface currents, having densities given by (5-138), at the boundaries of the magnetic material.
(b) Magnetization volume current of density given by (5-137) in the magnetic material and such that the total volume current flowing through any cross-sectional area of the material is exactly opposite to the total surface current crossing the contour bounding the area.

We have also shown that the magnetization currents alter the applied magnetic field in the material. Such a modification of the applied field occurs outside the material as well in the general case. In the time-varying case, the electric field associated with the applied magnetic field is also altered by the addition of the secondary electric field due to the time variation of the secondary magnetic field.

### 5.9 Magnetic Field Intensity, Relative Permeability, and Hysteresis

In Section 5.8 we learned that the magnetic field in a magnetic material is the superposition of an applied field $\mathbf{B}_{a}$ and a secondary field $\mathbf{B}_{s}$ which results from the magnetization $\mathbf{M}$, which in turn is produced by the total ield $\left(\mathbf{B}_{a}+\mathbf{B}_{s}\right)$, as shown in Fig. 5-23. Thus, from Fig. 5-23 and Eq. (5-117), we
have

$$
\begin{align*}
& \mathbf{M}=\frac{\chi_{m} \quad \mathbf{B}_{a}+\mathbf{B}_{s}}{1+\chi_{m} \mu_{0}}  \tag{5-139}\\
& \mathbf{B}_{s}=f(\mathbf{M}) \tag{5-140}
\end{align*}
$$

where $f(\mathbf{M})$ denotes a function of $\mathbf{M}$. Determination of the secondary field $\mathbf{B}_{s}$ and hence the total field $\mathbf{B}_{a}+\mathbf{B}_{s}$ for a given applied field $\mathbf{B}_{a}$ requires a simultaneous solution of (5-139) and (5-140) which, in general, is very inconvenient. To circumvent this problem, we make use of the results of Section 5.8, in which we found that the magnetization is equivalent to a magnetization surface current of density $\mathbf{J}_{m s}$ and a magnetization volume current of density $\mathbf{J}_{m}$ as given by (5-138) and (5-137), respectively. The secondary magnetic and electric fields are the fields produced by these currents as if they were situated in free space, in the same way as the currents responsible for the applied magnetic field and its associated electric field.

Thus the secondary electromagnetic field satisfies Maxwell's equations

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D}_{s} & =0  \tag{5-141a}\\
\boldsymbol{\nabla} \cdot \mathbf{B}_{s} & =0  \tag{5-141b}\\
\boldsymbol{\nabla} \times \mathbf{E}_{s} & ==\frac{\partial \mathbf{B}_{s}}{\partial t}  \tag{5-14lc}\\
\boldsymbol{\nabla} \times \mathbf{B}_{s} & =\mu_{0}\left(\mathbf{J}_{m}+\frac{\partial \mathbf{D}_{s}}{\partial t}\right) \tag{5-141d}
\end{align*}
$$

where $\mathbf{E}_{s}$ is the secondary electric field intensity and $\mathbf{D}_{s}$ is its associated displacement flux density. On the other hand, if the "true" current and charge densities responsible for the applied field $\mathbf{B}_{a}$ with its associated electric field intensity $\mathbf{E}_{a}$ and displacement flux density $\mathbf{D}_{a}$ are $\mathbf{J}$ and $\rho$, respectively, we have

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D}_{a} & =\rho  \tag{5-142a}\\
\boldsymbol{\nabla} \cdot \mathbf{B}_{a} & =0  \tag{5-142b}\\
\boldsymbol{\nabla} \times \mathbf{E}_{a} & =\frac{\partial \mathbf{B}_{a}}{\partial t}  \tag{4-142c}\\
\boldsymbol{\nabla} \times \mathbf{B}_{a} & =\mu_{0}\left(\mathbf{J}+\frac{\partial \mathbf{D}_{a}}{\partial t}\right) \tag{5-142~d}
\end{align*}
$$

Now, adding (5-141a)-(5-14ld) to (5-142a)-(5-142d), respectively, we obtain

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot\left(\mathbf{D}_{a}+\mathbf{D}_{s}\right)=\rho+0=\rho  \tag{5-143a}\\
& \boldsymbol{\nabla} \cdot\left(\mathbf{B}_{a}+\mathbf{B}_{s}\right)=0  \tag{5-143b}\\
& \boldsymbol{\nabla} \times\left(\mathbf{E}_{a}+\mathbf{E}_{s}\right)=-\frac{\partial}{\partial t}\left(\mathbf{B}_{a}+\mathbf{B}_{s}\right)  \tag{5-143c}\\
& \boldsymbol{\nabla} \times\left(\mathbf{B}_{a}+\mathbf{B}_{s}\right)=\mu_{0}\left[\mathbf{J}+\mathbf{J}_{m}+\frac{\partial}{\partial t}\left(\mathbf{D}_{a}+\mathbf{D}_{s}\right)\right] \tag{5-143d}
\end{align*}
$$

Substituting

$$
\begin{align*}
\mathbf{B} & =\mathbf{B}_{a}+\mathbf{B}_{s}  \tag{5-144a}\\
\mathbf{E} & =\mathbf{E}_{a}+\mathbf{E}_{s}  \tag{5-144~b}\\
\mathbf{D} & =\mathbf{D}_{a}+\mathbf{D}_{s} \\
\mathbf{J}_{m} & =\boldsymbol{\nabla} \times \mathbf{M}
\end{align*}
$$

in (5-143a)-(5-143d) and rearranging, we have

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho  \tag{2}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-146b}\\
\boldsymbol{\nabla} \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{5-146c}\\
\boldsymbol{\nabla} \times\left(\frac{\mathbf{B}}{\mu_{0}}-\mathbf{M}\right) & =\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t} \tag{5-146d}
\end{align*}
$$

where $\mathbf{E}, \mathbf{B}$, and $\mathbf{D}$ are the total fields.
We now define a vector $\mathbf{H}$, known as the magnetic field intensity vector and given by

$$
\begin{equation*}
\mathbf{H}=\frac{\mathbf{B}}{\mu_{0}}-\mathbf{M} \tag{5-147}
\end{equation*}
$$

Note that the units of $\mathbf{H}$ are the same as those of $\mathbf{B} / \mu_{0}$ and $\mathbf{M}$, that is, amperes per meter. Comparing with the units of volts per meter for the electric field intensity, we see the reason for referring to $\mathbf{H}$ as the magnetic field intensity. Substituting (5-147) into (5-146a)-(5-146d), we obtain

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho  \tag{5-148}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-149}\\
\boldsymbol{\nabla} \times \mathbf{E} & ==\frac{\partial \mathbf{B}}{\partial t}  \tag{5-150}\\
\boldsymbol{\nabla} \times \mathbf{H} & =\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t} \tag{5-151}
\end{align*}
$$

Thus the new field $\mathbf{H}$ results in a set of equations which do not explicitly contain the magnetization current density, unlike Eqs. (5-143a)-(5-143d). Substituting for $\mathbf{M}$ in (5-147) from (5-117), we have

$$
\begin{equation*}
\mathbf{H}=\frac{\mathbf{B}}{\mu_{0}}-\frac{\chi_{m}}{1+\chi_{m}} \frac{\mathbf{B}}{\mu_{0}}=\frac{\mathbf{B}}{\mu_{0}\left(1+\chi_{m}\right)}=\frac{\mathbf{B}}{\mu_{0} \mu_{r}}=\frac{\mathbf{B}}{\mu} \tag{5-152}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\mu_{r}=1+\chi_{m} \tag{5-153}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu=\mu_{0} \mu_{r} \tag{5-154}
\end{equation*}
$$

The quantity $\mu_{r}$ is known as the relative permeability of the magnetic material
and $\mu$ is the permeability of the magnetic material. Note that $\mu_{r}$ is dimensionless and that ( $5-152$ ) is true only for linear magnetic materials if $\mu$ is to be treated as a constant for a particular magnetic material, whereas (5-147) holds in general. Substituting (5-152) into (5-148)-(5-151), we obtain

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho  \tag{5-155a}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-155b}\\
\boldsymbol{\nabla} \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{5-155c}\\
\boldsymbol{\nabla} \times \mathbf{B} & =\mu\left(\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t}\right) \tag{5-155d}
\end{align*}
$$

Equations (5-155a)-(5-155d) are the same as Maxwell's equations for nonmagnetic materials as given by ( $5-80$ )-( $5-83$ ) except that $\mu_{0}$ is replaced by $\mu$. Thus the electric and magnetic fields in the presence of a magnetic material can be computed in exactly the same manner as for nonmagnetic materials except that we have to use $\mu$ instead of $\mu_{0}$ for permeability. In fact, if $\chi_{m}=0$, $\mu_{r}=1$ and $\mu=\mu_{0}$ so that a nonmagnetic material can be considered as a magnetic material with $\mu=\mu_{0}$ and hence Eqs. (5-155a)-(5-155d) can be used for nonmagnetic materials as well. The permeability $\mu$ takes into account the effects of magnetization and there is no need to consider them when we use $\mu$ for $\mu_{0}$, thereby eliminating the necessity for the simultaneous solution of (5-139) and (5-140). In the case of a boundary between two different magnetic materials, the appropriate boundary conditions for $\mathbf{H}$ take into account implicitly the magnetization surface current. We will consider these boundary conditions in Section 5.12. Substituting for B in (5-117) in terms of $\mathbf{H}$ by using (5-152), we obtain

$$
\begin{equation*}
\mathbf{M}=\frac{\chi_{m}}{1+\chi_{m}} \frac{\mathbf{B}}{\mu_{0}}=\frac{\chi_{m}}{1+\chi_{m}} \frac{\mu_{0}\left(1+\chi_{m}\right)}{\mu_{0}} \mathbf{H}=\chi_{m} \mathbf{H} \tag{5-156}
\end{equation*}
$$

Equation (5-156) represents the traditional definition for $\chi_{m}$, because of which we defined $\chi_{m}$ in Section 5.7 in a manner which is not analogous to the definition of $\chi_{e}$ in Section 5.4.

Example 5-12. For the slab of magnetic material in Example 5-11, find and sketch the magnetic field intensity and the magnetic flux density vectors both inside and outside the material.

From Example 5-11, the magnetic flux density inside the magnetic material is given by

$$
\begin{equation*}
\mathbf{B}_{i}=\left(1+\chi_{m 0}\right) B_{0} \mathbf{i}_{x} \tag{5-126}
\end{equation*}
$$

The relative permeability of the material is $1+\chi_{m 0}$. Thus the magnetic field intensity inside the material is

$$
\mathbf{H}_{i}=\frac{\mathbf{B}_{i}}{\mu_{0}\left(1+\chi_{m 0}\right)}=\frac{\left(1+\chi_{m 0}\right) B_{0}}{\mu_{0}\left(1+\chi_{m 0}\right)} \mathbf{i}_{x}=\frac{B_{0}}{\mu_{0}} \mathbf{i}_{x}
$$

Outside the magnetic material, the magnetic flux density is the same as the applied value so that the magnetic field intensity is

$$
\mathbf{H}_{o}=\frac{\mathbf{B}_{a}}{\mu_{0}}=\frac{\mathbf{B}_{0} \mathbf{i}_{x}}{\mu_{0}}
$$

Thus, for this example, the magnetic field intensity vectors inside and outside the magnetic material are the same and equal to the magnetic field intensity associated with the applied magnetic flux density. Both $\mathbf{H}$ and $\mathbf{B}$ fields inside and outside the material are shown in Fig. 5.26(a). Now, considering a rectangle $a b c d a$ in the $x z$ plane and with the sides $a b$ and $c d$ parallel to the boundary $z=0$ as shown in Fig. 5.26(b), we note that $\mathbf{H}$ is uniforrn along the contour $a b c d a$ since it has the same value both inside and outside the material. Thus

$$
\begin{equation*}
\oint_{a b c d a} \mathbf{H} \cdot d \mathbf{l}=\mathbf{H} \cdot \oint_{a b c d a} d \mathbf{l}=0 \tag{5-157}
\end{equation*}
$$

On the other hand, noting that $\mathbf{B}$ is parallel to $a b$ and $c d$ but having unequal


Fig. 5.26. Magnetic field intensity and magnetic flux density vectors for the magnetic material slab of Example 5-11.
magnitudes along them and perpendicular to $b c$ and $d a$, we obtain

$$
\begin{align*}
\oint_{a b c d a} \mathbf{B} \cdot d \mathbf{l} & =\int_{a}^{b} \mathbf{B}_{i} \cdot d \mathbf{l}+\int_{c}^{d} \mathbf{B}_{o} \cdot d \mathbf{l} \\
& =\int_{a}^{b}\left(1+\chi_{m 0}\right) B_{0} \mathbf{i}_{x} \cdot d x \mathbf{i}_{x}+\int_{c}^{d} B_{0} \mathbf{i}_{x} \cdot\left(-d x \mathbf{i}_{x}\right) \\
& =\left(1+\chi_{m 0}\right) B_{0}(a b)-B_{0}(c d)  \tag{5-158}\\
& =\chi_{m} B_{0}(a b)=\mu_{0}\left(\frac{\chi_{m 0} B_{0}}{\mu_{0}} \mathbf{i}_{y}\right) \cdot\left[(a b) \mathbf{i}_{y}\right] \\
& \left.=\mu_{0} \text { (magnetization surface current enclosed by } a b c d a\right)
\end{align*}
$$

Comparing (5-157) and (5-158), we observe that the circulation of $\mathbf{H}$ is independent of magnetization currents whereas the circulation of $\mathbf{B}$ is not. The circulation of $\mathbf{H}$ depends only on those currents other than the magnetization currents, whereas the circulation of $\mathbf{B}$ depends on all kinds of currents.

Returning now to Eq. (5-153), we note, from the values of $\chi_{m}$ for diamagnetic and paramagnetic materials listed in Table 5.3, that the relative permeabilities for these materials differ very little from unity. On the other hand, for ferromagnetic materials, the relative permeability can assume values of the order of several thousand. In fact, for these materials the relationship between $\mathbf{B}$ and $\mathbf{H}$ is nonlinear and is characterized by hysteresis so that there is no unique value of $\mu_{r}$ for a particular ferromagnetic material. The relationship between $\mathbf{B}$ and $\mathbf{H}$ is therefore presented in graphical form, as shown by a typical curve in Fig. 5.27. This curve is known as the hysteresis


Fig. 5.27. Hysteresis curve for a ferromagnetic material.
curve or the B-H curve. To trace the development of the hysteresis effect, we start with an unmagnetized sample of ferromagnetic material in which both $\mathbf{B}$ and $\mathbf{H}$ are initially zero, corresponding to point $a$ on the curve. As $\mathbf{H}$ is increased, the magnetization builds up, thereby increasing $\mathbf{B}$ gradually along the curve $a b$ and finally to saturation at $b$, according to the following sequence of events as discussed in Section 5.7: (a) reversible motion of domain walls, (b) irreversible motion of domain walls, and (c) domain rotation. The regions corresponding to these events along the curve $a b$ as well as other portions of the hysteresis curve are shown marked 1, 2, and 3, respectively, in Fig. 5-27. If the value of $\mathbf{H}$ is now decreased to zero, the value of $\mathbf{B}$ do not retrace the curve $a b$ backwards but instead follows the curve $b c$, which indicates that a certain amount of magnetization remains in the material even after the magnetizing field is completly removed. In fact, it requires a magnetic field intensity in the opposite direction to bring $\mathbf{B}$ back to zero as shown by the portion $c d$ of the curve. The value of $\mathbf{B}$ at the point $c$ is known as the "remanence" or "retentivity," whereas the value of $\mathbf{H}$ at $d$ is known as the "coercivity" of the material. Further increase in $\mathbf{H}$ in this direction results in the saturation of $\mathbf{B}$ in the direction opposite to that corresponding to $b$ as shown by the portion $d e$ of the curve. If $\mathbf{H}$ is now decreased to zero, reversed in direction, and increased, the resulting variation of $\mathbf{B}$ occurs in accordance with the curve efgb, thereby completing the hysteresis loop. The characteristics of hysteresis curves for a few ferromagnetic materials are listed in Table 5.4. In view of the hysteresis effect, the incre-

TABLE 5.4. Characteristics of Hysteresis Curves for Some Ferromagnetic Materials

| Material | Remanence, <br> $W b / m^{2}$ | Coercivity, <br> amp $/ m$ | Saturation <br> Magnetization, <br> $W b / m^{2}$ | Maximum <br> $\mu_{r}$ |
| :--- | :---: | :---: | :---: | ---: |
| Cast iron | 0.53 | 366 | - | 600 |
| Permendur | 1.4 | 160 | 2.4 | 5,000 |
| Permalloy | - | 24 | 1.6 | 25,000 |
| Hypernik | 0.73 | 3.2 | 1.65 | 70,000 |
| Mumetal | - | 4 | 0.65 | 100,000 |
| Supermalloy | - | 0.32 | 0.8 | $1,050,000$ |

mental relative permeability defined by the slope of the hysteresis curve as given by

$$
\begin{equation*}
\mu_{t r}=\frac{1}{\mu_{0}} \frac{\Delta B}{\Delta H} \tag{5-159}
\end{equation*}
$$

is a useful parameter in addition to the relative permeability given by

$$
\begin{equation*}
\mu_{r}=\frac{1}{\mu_{0}} \frac{B}{H} \tag{5.160}
\end{equation*}
$$

for ferromagnetic materials.

### 5.10 Summary of Maxwell's Equations and Constitutive Relations

In the previous sections we introduced successively conductors, dielectrics, and magnetic materials. We discussed the various phenomena occurring in these materials in the presence of electric and magnetic fields. We learned several new concepts in this process. Important among these are the introduction of two new field vectors $\mathbf{D}$ and $\mathbf{H}$. With the aid of these two new vectors, we developed a set of Maxwell's equations which permit us to solve field problems involving material media without explicitly taking into account the various phenomena occurring in them. These Maxwell's equations are given by

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho  \tag{5-161}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-162}\\
\boldsymbol{\nabla} \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{5-163}\\
\boldsymbol{\nabla} \times \mathbf{H} & =\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t} \tag{5-164}
\end{align*}
$$

where $\rho$ and $\mathbf{J}$ are the volume densities of the true charges and currents responsible for the fields characterized by the field intensity vectors $\mathbf{E}$ and $\mathbf{H}$ and the corresponding flux density vectors $\mathbf{D}$ and $\mathbf{B}$. Equations (5-161)-(5-164) can as well be used for free space since they reduce to those of free space when the pertinent quantities are allowed to approach their free-space values.

The true charges are those which are free to move and not bound to their respective nucleii, as polarization charges are. Conduction charges in materials and space charges in vacuum tubes are examples of true charges. The true currents are those constituted by the movement of the free charges, as compared to polarization and magnetization currents which are due to the movement of charges bound to their respective nucleii. Conduction currents in materials and convection currents due to movement of space charge in vacuum tubes are examples of true currents. Thus $\mathbf{J}$ in $(5-164)$ can represent conduction currents as well as convection currents. The charge and current densities are related via the continuity equation given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}=0 \tag{5-165}
\end{equation*}
$$

The four Maxwell's equations given by (5-161)-(5-164) are not all independent; Eq. (5-162) follows from Eq. (5-163) whereas Eq. (5-161) follows from Eq. (5-164) with the aid of the continuity equation.

The vectors $\mathbf{E}$ and $\mathbf{B}$ are the fundamental field vectors which define the force $\mathbf{F}$ acting on a charge $q$ moving with a velocity $\mathbf{v}$ in an electromagnetic field in accordance with the Lorentz force equation given by

$$
\begin{equation*}
\mathbf{F}=q(\mathbf{E}+\mathbf{v} \times \mathbf{B}) \tag{5-166}
\end{equation*}
$$

The vectors $\mathbf{D}$ and $\mathbf{H}$ are mixed vectors which take into account the dielectric and magnetic properties of materials, respectively. They are related to $\mathbf{E}$ and B, respectively, via the equations

$$
\begin{align*}
& \mathbf{D}=\boldsymbol{\epsilon}_{0} \mathbf{E}+\mathbf{P}  \tag{5-167}\\
& \mathbf{H}=\frac{\mathbf{B}}{\mu_{0}}-\mathbf{M} \tag{5-168}
\end{align*}
$$

where $\mathbf{P}$ and $\mathbf{M}$ are the polarization and magnetization vectors, which define the state of polarization and magnetization, respectively, in the material. However, the relations which are more useful than (5-167) and (5-168) are

$$
\begin{align*}
\mathbf{D} & =\epsilon \mathbf{E}  \tag{5-169}\\
\mathbf{H} & =\frac{\mathbf{B}}{\mu} \tag{5-170}
\end{align*}
$$

where $\epsilon$ and $\mu$ are the permittivity and permeability, respectively, of the material which take into account implicitly the effects of $\mathbf{P}$ and $\mathbf{M}$, respectively. Furthermore, for a material medium, the current density $\mathbf{J}$ is related to the electric field intensity $\mathbf{E}$ by

$$
\begin{equation*}
\mathbf{J}=\mathbf{J}_{c}=\sigma \mathbf{E} \tag{5-171}
\end{equation*}
$$

where $\sigma$ is the conductivity which takes into account the conductive property of the material. Equations (5-169), (5-170), and (5-171) are known as the constitutive relations. Together with the constitutive relations, Maxwell's equations form a sufficient set of equations to determine uniquely the electromagnetic field for a given $\rho$ and $\mathbf{J}$ and in a medium for which $\epsilon, \mu$, and $\sigma$ are specified.

For static fields, the time variations of all quantities are zero so that Maxwell's equations (5-161)-(5-164) reduce to

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho  \tag{5-172}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{5-173}\\
\boldsymbol{\nabla} \times \mathbf{E} & =0  \tag{5-174}\\
\boldsymbol{\nabla} \times \mathbf{H} & =\mathbf{J} \tag{5-175}
\end{align*}
$$

whereas the continuity equation is given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{J}=0 \tag{5-176}
\end{equation*}
$$

In this case, we note that all four equations (5-172)-(5-175) are independent. For $\mathbf{J}=\mathbf{J}_{c}=\sigma \mathbf{E}$, Eq. (5-175) indicates coupling between electric and magnetic fields which is not present in the case of static fields in free space. We note, however, that this is a one-way coupling unlike the two-way coupling in the case of time-varying fields since the magnetic field depends upon the electric field through (5-175) but the electric field is independent of the magnetic field.

Returning to Maxwell's equations for arbitrarily time-varying fields
given by (5-161)-(5-164), we obtain Maxwell's equations for sinusoidally time-varying fields by substituting the complex vectors $\overline{\mathbf{E}}, \overline{\mathbf{B}}, \overline{\mathbf{D}}$, and $\overline{\mathbf{H}}$ for the real vectors $\mathbf{E}, \mathbf{B}, \mathbf{D}$, and $\mathbf{H}$ and by replacing $\partial / \partial t$ by $j \omega$. Thus we have

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \overline{\mathbf{D}} & =\rho  \tag{5-177}\\
\boldsymbol{\nabla} \cdot \overline{\mathbf{B}} & =0  \tag{5-178}\\
\boldsymbol{\nabla} \times \overline{\mathbf{E}} & =-j \omega \overline{\mathbf{B}}  \tag{5-179}\\
\boldsymbol{\nabla} \times \overline{\mathbf{H}} & =\overline{\mathbf{J}}+j \omega \overline{\mathbf{D}} \tag{5-180}
\end{align*}
$$

Writing (5-180) for a material medium as

$$
\begin{equation*}
\nabla \times \overline{\mathbf{H}}=\sigma \overline{\mathbf{E}}+j \omega \epsilon \overline{\mathbf{E}} \tag{5-181}
\end{equation*}
$$

we observe that for $\sigma \gg \omega \epsilon$, the magnitude of the conduction current density term is greater than the magnitude of the displacement current density term so that $\nabla \times \overline{\mathbf{H}} \approx \sigma \overline{\mathbf{E}}$. The material is then classified as a good conductor. On the other hand, for $\sigma \ll \omega \epsilon$, the magnitude of the displacement current density term is greater than the magnitude of the conduction current density term so that $\nabla \times \overline{\mathbf{H}} \approx j \omega \epsilon \overline{\mathbf{E}}$. The material is then classified as a good dielectric. The critical frequency for which the two terms are equal is given by $\sigma=\omega \epsilon$ or $\omega=\sigma / \epsilon$. Thus, depending upon whether $\omega \ll \sigma / \epsilon$ or $\omega \gg \sigma / \epsilon$, the material can be regarded as a good conductor or a good dielectric. The situation, however, is not so simple because both $\sigma$ and $\epsilon$ are in general functions of frequency.

With the understanding that $\sigma$ and $\epsilon$ are frequency dependent, we now classify nonmagnetic materials as follows for the purpose of writing simplified sets of Maxwell's equations:
(a) Perfect dielectrics: These are idealizations of good dielectrics. These contain no true charges and currents. The corresponding Maxwell's equations are obtained by setting $\rho=0$ and $\mathbf{J}=0$.
(b) Good conductors: The magnitude of the conduction current density $\sigma \mathrm{E}$ is much greater than the magnitude of the displacement current density $\partial \mathrm{D} / \partial t$. To obtain the special set of Maxwell's equations, we set $\partial \mathrm{D} / \partial t=0$. We also set $\rho=0$ since, in accordance with the finding in Section 5.3, any charge density inside the conductor decays exponentially with a time constant equal to $\epsilon / \sigma$, where we have replaced $\epsilon_{0}$ in Section 5.3 by $\epsilon$. For good conductors, $\sigma / \epsilon \gg \omega$ so that any initial charge density decays to a negligible fraction of its value in a fraction of a period.
(c) Perfect conductors: These are idealizations of good conductors obtained by letting $\sigma \rightarrow \infty$. The electric field inside a perfect conductor must be zero since otherwise, $\mathbf{J}_{c}=\sigma \mathbf{E}$ becomes infinite. Furthermore, for the time-varying case, the zero electric field results in $\partial \mathbf{B} / \partial t$ equal to zero or $\mathbf{B}$ equal to a constant with time. Thus a time-
varying magnetic field cannot exist inside a perfect conductor. Hence we conclude that all fields inside a perfect conductor are zero for the time-varying case and the electric field is zero also for the static case. There remains only the possibility of a static magnetic field inside a perfect conductor.

We now list, in Table 5.5, Maxwell's equations and the continuity equa-: tion for the general case and for the special cases discussed above for both time-varying and static fields. Also listed are the corresponding integral forms of the equations. We note that, in certain cases, although certain terms on the right sides of the differential equations are set equal to zero, the corresponding terms on the right sides of the corresponding integral equations are not set equal to zero. This is because a differential equation is applicable at a point whereas the corresponding integral equation is appli-

TABLE 5.5. Summary of Maxwell's Equations and the Continuity Equation for Various Cases

| Description | Differential Form | Integral Form |
| :--- | :--- | :--- |
| Time-varying fields; <br> general case | $\boldsymbol{\nabla} \cdot \mathbf{D}=\rho$ | $\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ | $\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0$ |
|  | $\boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}$ | $\oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S}$ |
|  | $\boldsymbol{\nabla} \times \mathbf{H}=\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t}$ | $\oint_{C} \mathbf{H} \cdot d \mathbf{l}=\int_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{S} \mathbf{D} \cdot d \mathbf{S}$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}=\mathbf{0}$ | $\oint_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{V} \rho d v=0$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{D}=\rho$ | $\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v$ |
| Static fields; <br> general case | $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ | $\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0$ |
|  | $\boldsymbol{\nabla} \times \mathbf{E}=0$ | $\oint_{C} \mathbf{E} \cdot d \mathbf{l}=0$ |
|  | $\boldsymbol{\nabla} \times \mathbf{H}=\mathbf{J}$ | $\oint_{C} \mathbf{H} \cdot d \mathbf{l}=\int_{S} \mathbf{J} \cdot d \mathbf{S}$ |
| Time-varying fields $;$ <br> perfect dielectrics <br> $\rho=0, \mathbf{J}=0$ | $\boldsymbol{\nabla} \cdot \mathbf{D}=\mathbf{0}$ | $\oint_{S} \mathbf{J} \cdot d \mathbf{S}=0$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ | $\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v$ |
|  | $\boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}$ | $\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0$ |
|  | $\boldsymbol{\nabla} \times \mathbf{H}=\frac{\partial \mathbf{D}}{\partial \bar{t}}$ | $\oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{l}=d \mathbf{S}$ |
|  |  |  |

TABLE 5.5 (Cont'd.)

| Description | Differential Form | Integral Form |
| :---: | :---: | :---: |
| Static fields; perfect dielectrics $\rho=0, \mathrm{~J}=0$ | $\boldsymbol{\nabla} \cdot \mathrm{D}=0$ | $\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ | $\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0$ |
|  | $\nabla \times \mathrm{E}=0$ | $\oint_{C} \mathbf{E} \cdot d \mathbf{l}=0$ |
|  | $\boldsymbol{\nabla} \times \mathbf{H}=0$ | $\oint_{C} \mathbf{H} \cdot d \mathbf{l}=\int_{S} \mathbf{J} \cdot d \mathbf{S}$ |
| Time-varying fields; good conductors $\|\sigma \mathbf{E}\| \gg\left\|\frac{\partial \mathrm{D}}{\partial t}\right\|$ <br> uniform $\sigma$ | $\nabla \cdot \mathrm{D}=0$ | $\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v$ |
|  | $\boldsymbol{\nabla} \cdot \mathrm{B}=0$ | $\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0$ |
|  | $\nabla \times \mathrm{E}=-\frac{\partial \mathbf{B}}{\partial t}$ | $\oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S}$ |
|  | $\nabla \times \mathbf{H}=\mathbf{J}_{c}=\sigma \mathbf{E}$ | $\oint_{C} \mathbf{H} \cdot d \mathbf{l}=\int_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{S} \mathbf{D} \cdot d \mathbf{S}$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{J}_{c}=0$ | $\oint_{S} \mathbf{J}_{c} \cdot d \mathbf{S}+\frac{d}{d t} \int_{V} \rho d v=0$ |
| Static fields; conductors, uniform $\sigma$ | $\boldsymbol{\nabla} \cdot \mathrm{D}=0$ | $\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v$ |
|  | $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ | $\oint_{S} \mathbf{B} \cdot d \mathbf{S}=0$ |
|  | $\nabla \times \mathrm{E}=0$ | $\oint_{C} \mathbf{E} \cdot d \mathbf{l}=0$ |
|  | $\nabla \times \mathbf{H}=\mathbf{J}_{c}=\sigma \mathbf{E}$ | $\oint_{C} \mathbf{H} \cdot d \mathbf{l}=\int_{S} \mathbf{J} \cdot d \mathbf{S}$ |
|  | $\boldsymbol{\nabla} \cdot \mathrm{J}_{\boldsymbol{c}}=0$ | $\oint_{S} \mathbf{J}_{c} \cdot d \mathbf{S}=0$ |
| Perfect conductors | All fields are zero for the time-varying case; electric field is zero for the static case |  |

cable over a region. For example, although there is no true charge density associated with any point in a perfect dielectric medium, it is possible that a closed surface situated entirely within such a medium of finite extent can enclose a charge contained in that part of the volume bounded by the surface but lying outside the medium. Hence, although $\boldsymbol{\nabla} \cdot \mathbf{D}=0$ in the medium, we have to write the corresponding integral form as $\oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v$.

## E. 11 Power and Energy Considerations for Material Media

In Section 5.2 we learned that conductors are characterized by conduction current due to the movement of free charges under the influence of an applied electric field. In Section 4.8 we showed that the power expended by an electric
field due to charges moving under its influence in a volume $V$ is given by

$$
\begin{equation*}
P_{d}=\int_{V} \mathbf{E} \cdot \mathbf{J} d v \tag{5-182}
\end{equation*}
$$

where $\mathbf{J}$ is the current density resulting from the movement of the charges. If the motion of the charges is in free space, they are accelerated by the electric field and hence the power expended by the electric field is converted into kinetic energy. On the other hand, the free charges in a conductor drift with an average drift velocity because of the frictional mechanism provided by their collisions with the atomic lattice. Hence the power expended by the electric field is dissipated in the conductor in the form of heat. Replacing $\mathbf{J}$ in $(5-182)$ by $\sigma \mathbf{E}$, we obtain the expression for the power dissipated in a volume $V$ of a conductor as

$$
\begin{equation*}
P_{d}=\int_{V} \mathbf{E} \cdot \sigma \mathbf{E} d v \tag{5-183}
\end{equation*}
$$

It follows that the power dissipation density in a conductor is

$$
\begin{equation*}
p_{d}=\mathbf{E} \cdot \sigma \mathbf{E}=\sigma E^{2} \tag{5-184}
\end{equation*}
$$

For sinusoidally time-varying fields, the time-average power dissipation density is

$$
\begin{equation*}
\left\langle p_{d}\right\rangle=\frac{1}{2} \sigma \overline{\mathbf{E}} \cdot \overline{\mathbf{E}}^{*} \tag{5-185}
\end{equation*}
$$

In Section 5.5 we learned that dielectrics in electric fields are characterized by induced polarization charges. From Section 4.6, the stored energy density associated with an electric field $\mathbf{E}$ in free space is given by

$$
\begin{equation*}
w_{e}=\frac{1}{2} \epsilon_{0} E^{2}=\frac{1}{2} \epsilon_{0} \mathbf{E} \cdot \mathbf{E} \tag{5-186}
\end{equation*}
$$

This result was obtained by finding the work required to be done by an external agent to bring together a set of point charges from infinity and then extending the result to a volume charge distribution. We can do the same for a dielectric medium provided we take into account the polarization charges in finding the work required for assembling the charge distribution. The effect of the polarization charges is to neutralize partially the true charges. Hence, as we bring together charges from infinity, they are neutralized partially by the polarization charges. Thus, for the same electric field intensity in the dielectric as in free space, we have to actually assemble a true-charse distribution of greater density than in the free-space case. This requires more work to be done in the dielectric case so that more energy is stored in the dielectric case than in the free-space case for the same electric field intensi:y. From

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{D}=\boldsymbol{\nabla} \cdot \epsilon \mathbf{E}=\rho \tag{5-187}
\end{equation*}
$$

the true-charge density which gives the same $\mathbf{E}$ in a dielectric medium of permittivity $\epsilon$ as in free space is $\epsilon / \epsilon_{0}$ times the charge density in the free-sp:ce case. From (4-118a), the work required to assemble a charge distributior is
proportional to the charge density for a constant potential $V$ and hence for a constant electric field intensity $\mathbf{E}$. The energy density associated with the electric field in the dielectric is therefore given by

$$
\begin{equation*}
w_{e}=\frac{\epsilon}{\epsilon_{0}}\left(\frac{1}{2} \cdot \epsilon_{0} E^{2}\right)=\frac{1}{2} \epsilon E^{2}=\frac{1}{2} \cdot \epsilon \mathbf{E} \cdot \mathbf{E}=\frac{1}{2} \cdot \mathbf{D} \cdot \mathbf{E} \tag{5-188}
\end{equation*}
$$

For sinusoidally time-varying fields, the time-average energy density is

$$
\begin{equation*}
\left\langle w_{e}\right\rangle=\frac{1}{4} \epsilon \overline{\mathbf{E}} \cdot \overline{\mathbf{E}}^{*}=\frac{1}{4} \overline{\mathbf{D}} \cdot \overline{\mathbf{E}}^{*} \tag{5-189}
\end{equation*}
$$

Substituting $\mathbf{D}=\epsilon_{0} \mathbf{E}+\mathbf{P}$ in (5-188), we have

$$
\begin{equation*}
w_{e}=\frac{1}{2}\left(\epsilon_{0} \mathbf{E}+\mathbf{P}\right) \cdot \mathbf{E}=\frac{1}{2} \epsilon_{0} \mathbf{E} \cdot \mathbf{E}+\frac{1}{2} \mathbf{P} \cdot \mathbf{E} \tag{5-190}
\end{equation*}
$$

However,

$$
\begin{align*}
\frac{1}{2} \mathbf{P} \cdot \mathbf{E} & =\frac{1}{2} \int_{0}^{\mathbf{P}, \mathbf{E}} d(\mathbf{P} \cdot \mathbf{E})=\frac{1}{2} \int_{0}^{\mathbf{P}, \mathbf{E}}(\mathbf{P} \cdot d \mathbf{E}+\mathbf{E} \cdot d \mathbf{P})  \tag{5-191}\\
& =\int_{0}^{\mathbf{P}} \mathbf{E} \cdot d \mathbf{P}
\end{align*}
$$

where we have used the substitution $\mathbf{P} \cdot d \mathbf{E}=\mathbf{E} \cdot d \mathbf{P}$ in view of the linear relationship between $\mathbf{P}$ and $\mathbf{E}$. Substituting (5-191) into (5-190), we get

$$
\begin{equation*}
w_{e}=\frac{1}{2} \epsilon_{0} \mathbf{E} \cdot \mathbf{E}+\int_{0}^{\mathbf{P}} \mathbf{E} \cdot d \mathbf{P} \tag{5-192}
\end{equation*}
$$

We note that the first term on the right side of (5-192) is the energy density in the electric field if the medium is free space. The second term on the right side of (5-192) is the work done per unit volume by the $\mathbf{E}$ field in the dielectric as the polarization is built up gradually from zero to the final value $\mathbf{P}$. This is known as the polarization energy density.

In Section 5.8 we learned that magnetic materials in magnetic fields are characterized by magnetization currents. From Section 4.7, the stored energy density associated with a magnetic field $\mathbf{B}$ in free space is given by

$$
\begin{equation*}
w_{m}=\frac{1}{2} \frac{B^{2}}{\mu_{0}}=\frac{1}{2} \frac{\mathbf{B}}{\mu_{0}} \cdot \mathbf{B}=\frac{1}{2} \mu_{0} H^{2}=\frac{1}{2} \mu_{0} \mathbf{H} \cdot \mathbf{H} \tag{5-193}
\end{equation*}
$$

This result was obtained by finding the work required to be done for building up a volume current distribution. We can do the same for a magnetic material medium, provided we take into account the magnetization currents in finding the work required for building up the current distribution. The effect of the magnetization currents is to aid the true currents (for $\mu>\mu_{0}$ ). Hence, as the current is built up, it is aided by the magnetization current. Thus, for the same magnetic flux density in the magnetic material as in free space, it is sufficient if we actually build up a true current distribution of lesser density than in the free-space case. This requires less work to be done in the magnetic material case so that less energy is stored in the magnetic material case than in the free-space case for the same magnetic flux density. From

$$
\begin{equation*}
\nabla \times \mathbf{H}=\nabla \times \frac{\mathbf{B}}{\mu}=\mathbf{J} \tag{5-194}
\end{equation*}
$$

the true current density which gives the same $\mathbf{B}$ in a magnetic material medium of permeability $\mu$ as in free space is $\mu_{0} / \mu$ times the current density in the free-space case. From (4-130a), the work required to build up a current distribution is proportional to the current density for a constant vector potential A and hence for a constant magnetic flux density $\mathbf{B}$. The energy density associated with the magnetic field in the magnetic material is therefore given by

$$
\begin{equation*}
w_{m}=\frac{\mu_{0}}{\mu}\left(\frac{1}{2} \frac{B^{2}}{\mu_{0}}\right)=\frac{1}{2} \frac{B^{2}}{\mu}=\frac{1}{2} \frac{\mathbf{B}}{\mu} \cdot \mathbf{B}=\frac{1}{2} \mathbf{H} \cdot \mathbf{B} \tag{5-195}
\end{equation*}
$$

For sinusoidally time-varying fields, the time-average energy density is

$$
\begin{equation*}
\left\langle w_{m}\right\rangle=\frac{1}{4} \frac{\overline{\mathbf{B}}}{\mu} \cdot \overline{\mathbf{B}}^{*}=\frac{1}{4} \overline{\mathbf{H}} \cdot \overline{\mathbf{B}}^{*} \tag{5-196}
\end{equation*}
$$

Substituting $\mathbf{B}=\mu_{0} \mathbf{H}+\mu_{0} \mathbf{M}$ in (5-195), we have

$$
\begin{equation*}
w_{m}=\frac{1}{2} \mathbf{H} \cdot\left(\mu_{0} \mathbf{H}+\mu_{0} \mathbf{M}\right)=\frac{1}{2} \mu_{0} \mathbf{H} \cdot \mathbf{H}+\frac{1}{2} \mu_{0} \mathbf{H} \cdot \mathbf{M} \tag{5-197}
\end{equation*}
$$

However,

$$
\begin{align*}
\frac{1}{2} \mu_{0} \mathbf{H} \cdot \mathbf{M} & =\frac{1}{2} \int_{0}^{\mathbf{M}, \mathbf{H}} d\left(\mu_{0} \mathbf{H} \cdot \mathbf{M}\right)=\frac{1}{2} \int_{0}^{\mathbf{M}, \mathbf{H}}\left(\mu_{0} \mathbf{H} \cdot d \mathbf{M}+\mu_{0} \mathbf{M} \cdot d \mathbf{H}\right) \\
& =\int_{0}^{\mathbf{M}} \mu_{0} \mathbf{H} \cdot d \mathbf{M} \tag{5-198}
\end{align*}
$$

where we have used the substitution $\mathbf{H} \cdot d \mathbf{M}=\mathbf{M} \cdot d \mathbf{H}$ in view of the linear relationship between $\mathbf{M}$ and $\mathbf{H}$. Substituting (5-198) into (5-197), we get

$$
\begin{equation*}
w_{m}=\frac{1}{2} \mu_{0} \mathbf{H} \cdot \mathbf{H}+\int_{0}^{\mathbf{M}} \mu_{0} \mathbf{H} \cdot d \mathbf{M} \tag{5-199}
\end{equation*}
$$

We note that the first term on the right side of (5-199) is the energy density in the $\mathbf{H}$ field if the medium is free space. The second term on the right side of (5-199) is the work done by the $\mathbf{H}$ field in the magnetic material as the maynetization is built up from zero to the final value $\mathbf{M}$. This is known as the magnetization energy density. Note that for the same magnetic field intensi:y in the magnetic material as in free space, we have to actually build up a trie current distribution of greater density than in the free-space case.

For nonlinear magnetic materials, we cannot use the result $\frac{1}{2} \mathbf{H} \cdot \mathbf{B}$ given by ( $5-195$ ) for finding the magnetic energy stored in the material sine $\mu$ is not constant for a particular material but is dependent on $\mathbf{H}$. To obtan the correct expression, we write $(5-199)$ as

$$
\begin{align*}
w_{m} & =\int_{0}^{\mathbf{H}} d\left(\frac{1}{2} \mu_{0} \mathbf{H} \cdot \mathbf{H}\right)+\int_{0}^{\mathrm{M}} \mu_{0} \mathbf{H} \cdot d \mathbf{M} \\
& =\int_{0}^{\mu_{0} \mathbf{H}} \mathbf{H} \cdot d\left(\mu_{0} \mathbf{H}\right)+\int_{0}^{\mu_{0} \mathbf{M}} \mathbf{H} \cdot d\left(\mu_{0} \mathbf{M}\right)  \tag{5-20}\\
& =\int_{0}^{\mu_{0} \mathbf{H}+\mu_{0} \mathbf{M}} \mathbf{H} \cdot d\left(\mu_{0} \mathbf{H}+\boldsymbol{\mu}_{0} \mathbf{M}\right)=\int_{0}^{\mathbf{B}} \mathbf{H} \cdot d \mathbf{B}
\end{align*}
$$

It follows from (5-200) that the increase in stored energy density corresponding to an infinitesimal increment $d \mathbf{B}$ is $\mathbf{H} \cdot d \mathbf{B}$, where $\mathbf{H}$ is the magnetic field intensity at which $d \mathbf{B}$ is achieved.

Let us now consider the vector identity given by

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\mathbf{E} \times \mathbf{H})=\mathbf{H} \cdot(\boldsymbol{\nabla} \times \mathbf{E})-\mathbf{E} \cdot(\boldsymbol{\nabla} \times \mathbf{H}) \tag{5-201}
\end{equation*}
$$

Substituting for $\boldsymbol{\nabla} \times \mathbf{E}$ and $\boldsymbol{\nabla} \times \mathbf{H}$ on the right side of (5-201) from Maxwell's equations ( $5-163$ ) and ( $5-164$ ) respectively, we obtain

$$
\begin{align*}
\boldsymbol{\nabla} \cdot(\mathbf{E} \times \mathbf{H}) & =\mathbf{H} \cdot\left(-\frac{\partial \mathbf{B}}{\partial t}\right)-\mathbf{E} \cdot\left(\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t}\right) \\
& =-\mathbf{E} \cdot \sigma \mathbf{E}-\mathbf{E} \cdot \frac{\partial \mathbf{D}}{\partial t}-\mathbf{H} \cdot \frac{\partial \mathbf{B}}{\partial t}  \tag{5-202}\\
& =-\sigma \mathbf{E} \cdot \mathbf{E}-\frac{\partial}{\partial t}\left(\frac{1}{2} \mathbf{D} \cdot \mathbf{E}\right)-\frac{\partial}{\partial t}\left(\frac{1}{2} \mathbf{H} \cdot \mathbf{B}\right)
\end{align*}
$$

or

$$
\begin{equation*}
-\nabla \cdot(\mathbf{E} \times \mathbf{H})=p_{d}+\frac{\partial}{\partial t}\left(w_{e}+w_{m}\right) \tag{5-203}
\end{equation*}
$$

where $p_{d}, w_{e}$, and $w_{m}$ are, respectively, the power dissipation density due to the conductivity of the medium, the electric stored energy density, and the magnetic stored energy density. Integrating both sides of (5-203) in a volume $V$ of the material and applying the divergence theorem to the left-side integral, we get

$$
\begin{equation*}
-\oint_{S}(\mathbf{E} \times \mathbf{H}) \cdot d \mathbf{S}=\int_{V} p_{d} d v+\frac{\partial}{\partial t} \int_{V}\left(w_{e}+w_{m}\right) d v \tag{5-204}
\end{equation*}
$$

where $S$ is the surface bounding the volume $V$ and $d \mathbf{S}$ is directed out of the volume $V$. The right side of $(5-204)$ represents the time rate of increase of energy stored in the electric and magnetic fields in the volume $V$ plus the time rate of energy dissipated in $V$ due to conduction current flow. Thus $\oint_{S}(\mathbf{E} \times \mathbf{H}) \cdot d \mathbf{S}$ represents the power flow across $S$ out of the volume $V$. It follows that the density of power flow or the Poynting vector associated with the electromagnetic field in a material medium is given by

$$
\begin{equation*}
\mathbf{P}=\mathbf{E} \times \mathbf{H} \tag{5-205}
\end{equation*}
$$

For sinusoidally time-varying fields, the complex Poynting's theorem is

$$
\begin{equation*}
\oint_{S} \overline{\mathbf{P}} \cdot d \mathbf{S}=-\int_{V}\left\langle p_{d}\right\rangle d v-j 2 \omega \int_{V}\left(\left\langle w_{m}\right\rangle-\left\langle w_{e}\right\rangle\right) d v \tag{5-206}
\end{equation*}
$$

where $\overline{\mathbf{P}}$ is the complex Poynting vector given by

$$
\begin{equation*}
\overline{\mathbf{P}}=\frac{1}{2} \overline{\mathbf{E}} \times \overline{\mathbf{H}}^{*} \tag{5-207}
\end{equation*}
$$

and $\left\langle p_{d}\right\rangle,\left\langle w_{m}\right\rangle$, and $\left\langle w_{e}\right\rangle$ are given by (5-185), (5-196), and (5-189), respectively.

EXAMPLE 5-13. Current flows axially with uniform density $\mathbf{J}_{c}=J_{0} \mathbf{i}_{z} \mathrm{amp} / \mathrm{m}^{2}$ along a cylindrical conductor of radius $a$ and length $l$ and having a uniform corductivity $\sigma_{0} \mathrm{mhos} / \mathrm{m}$ as shown in Fig. 5.28(a), by the application of a poten-. tial difference between the ends of the conductor. It is desired to verify that: the total power dissipated in the conductor is correctly given by the surface; integral of the Poynting vector over the surface of the conductor.


Fig. 5.28. For showing that the power dissipated in a conductor due to conduction current flow is correctly given by the surface integral of the Poynting vector over the surface of the conductor.

The power dissipation density inside the conductor is given by

$$
p_{d}=\sigma E^{2}=\sigma_{0}\left(\frac{J_{0}}{\sigma_{0}}\right)^{2}=\frac{J_{0}^{2}}{\sigma_{0}}
$$

Since $p_{d}$ is uniform over the volume of the conductor, the total power dissipated in the conductor is

$$
P_{d}=p_{d}(\text { volume of the conductor })=\frac{J_{0}^{2}}{\sigma_{0}}\left(\pi a^{2} l\right)=\frac{J_{0}^{2} \pi a^{2} l}{\sigma_{0}}
$$

Applying $\oint_{C} \mathbf{H} \cdot d \mathbf{l}=\int_{S} \mathbf{J} \cdot d \mathbf{S}$ to a circular path of radius $r$ in the crosssectional plane of the conductor and centered at the axis of the conductor as shown in Fig. 5-28(b), we obtain, from symmetry considerations,

$$
\mathbf{H}=H_{\phi} \mathbf{i}_{\phi}=\frac{J_{0} \pi r^{2}}{2 \pi r} \mathbf{i}_{\phi}=\frac{J_{0} r}{2} \mathbf{i}_{\phi} \quad \text { for } r \leq a
$$

The Poynting vector is then given by

$$
\mathbf{P}=\mathbf{E} \times \mathbf{H}=\frac{J_{0}}{\sigma_{0}} \mathbf{i}_{2} \times \frac{J_{0} r}{2} \mathbf{i}_{\phi}=-\frac{J_{0}^{2} r}{2 \sigma_{0}} \mathbf{i}_{r} \quad \text { for } r \leq a
$$

We note that the Poynting vector is directed radially towards the axis of the conductor. Hence, to find the total power flow into the conductor, it is sufficient if we perform the surface integration of the Poynting vector over
the cylindrical surface $r=a$. Over this surface, we have

$$
[\mathbf{P}]_{r=a}=-\frac{J_{0}^{2} a}{2 \sigma_{0}} \mathbf{i}_{r}
$$

Since the magnitude of $[\mathbf{P}]_{r=a}$ is uniform, the surface integral of the Poynting vector over $r=a$ is

$$
P=\frac{J_{0}^{2} a}{2 \sigma_{0}}(\text { surface area })=\frac{J_{0}^{2} a}{2 \sigma_{0}}(2 \pi a l)=\frac{J_{0}^{2} \pi a^{2} l}{\sigma_{0}}
$$

which is the same as the result obtained by volume integration of the power dissipation density. This merely shows that the surface integral of the Poynting vector gives the correct result for the power dissipated and does not mean that the power is entering through the cylindrical surface. The actual power must be supplied by the source which maintains the potential difference between the ends of the conductor.

### 5.12 Boundary Conditions

In Section 5.10 we summarized Maxwell's equations for the general case of a medium characterized by arbitrary values of $\sigma, \epsilon$, and $\mu$ and for different special cases. For electromagnetic field problems involving several different media, the fields in each medium must satisfy separately the Maxwell's equations in differential form for that medium. On the other hand, the integral forms of Maxwell's equations must be satisfied collectively by the fields in all the media associated with the contours, surfaces, and volumes over which the integrals are evaluated. Thus the sets of solutions for the fields in different media obtained by solving the corresponding Maxwell's equations in differential form are tied together by a set of conditions determined by the integral forms of Maxwell's equations. These conditions are known as the "boundary conditions" since they relate the fields on one side of a boundary between two media to the fields on the other side of that boundary. The boundary conditions take into account any surface charges and currents existing on the boundaries, which the differential equations ignore.

In fact, we already introduced certain boundary conditions in previous sections without mentioning the name. An example of this is in Section 5.3, where we found that the tangential component of the electric field intensity at the boundary between a conductor placed in an electric field is zero, whereas the normal component of the electric field intensity at a point on the boundary is equal to $1 / \epsilon_{0}$ times the surface charge density at that point in order to satisfy the criterion of zero electric field inside the conductor in the absence of a mechanism to permit the flow of a current. In this section we will derive the boundary conditions for the most general case of timevarying fields in two media characterized by different sets of values of $\sigma, \epsilon$,
and $\mu$ by using the integral forms of Maxwell's equations and the continuity equation. From the experience gained in this process, we will then writes simplified sets of boundary conditions for the different special cases. From Table 5.5, the integral forms of Maxwell's equations are

$$
\begin{align*}
& \oint_{S} \mathbf{D} \cdot d \mathbf{S}=\int_{V} \rho d v  \tag{5-208}\\
& \oint_{S} \mathbf{B} \cdot d \mathbf{S}=0  \tag{5-209}\\
& \oint_{C} \mathbf{E} \cdot d \mathbf{l}=-\frac{d}{d t} \int_{S} \mathbf{B} \cdot d \mathbf{S} \\
& \oint_{C} \mathbf{H} \cdot d \mathbf{l}=\int_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{S} \mathbf{D} \cdot d \mathbf{S}
\end{align*}
$$

and the integral form of the continuity equation is

$$
\begin{equation*}
\oint_{S} \mathbf{J} \cdot d \mathbf{S}+\frac{d}{d t} \int_{V} \rho d v=0 \tag{5-212}
\end{equation*}
$$

Let us consider two semiinfinite media separated by the plane boundary $z=0$ as shown in Fig. 5.29. Let us denote all quantities pertinent to medium 1 by subscript 1 and all quantities pertinent to medium 2 by subscript 2. Let $\mathbf{i}_{n}$ be the unit normal vector to the surface $z=0$ directed into medium

$$
\begin{gathered}
\text { Medium } 1, z_{\sigma_{1}, \varepsilon_{1}, \mu_{1}}>0
\end{gathered}
$$



Fig. 5.29. For deriving the boundary conditions at the interface between two arbitrary media.

1 as shown in Fig. 5.29 and let all normal components of fields at the boundary in both media denoted by an additional subscript $n$ be directed along $i_{n}$. Let the surface charge density and the surface current density on $z=0$ be $\rho_{s}$ and $\mathbf{J}_{s}$, respectively. Note that the fields at the boundary in both media and the surface charge and current densities are, in general, functions of $x, y$, and $t$ whereas the fields away from the boundary are, in general, functions of $x, y, z$, and $t$.

First we consider a rectangular box abcdefgh of infinitesimal volume enclosing an infinitesimal area of the boundary and parallel to it as shown in Fig. 5-29. Applying (5-208) to this box in the limit that the side surfaces (abbreviated ss) tend to zero, thereby shrinking the box to the surface, we have

$$
\begin{equation*}
\lim _{\mathrm{ss} \rightarrow 0} \oint_{\Delta S} \mathbf{D} \cdot d \mathbf{S}=\lim _{\mathrm{ss} \rightarrow 0} \int_{\Delta v} \rho d v \tag{5-213}
\end{equation*}
$$

where $\Delta S$ and $\Delta v$ are the surface area and the volume, respectively, of the box. In the limit that the box shrinks to the surface, the contribution from the side surfaces to the integral on the left side of (5-213) approaches zero. The sum of the contributions from the top and bottom surfaces becomes [ $\left.D_{n 1}(a b c d)-D_{n 2}(e f g h)\right]$ since $a b c d$ and $e f g h$ are infinitesimal areas. The quantity on the right side of (5-213) would be zero but for the surface charge on the boundary, since shrinking the box to the surface reduces only the volume charge enclosed by it to zero, keeping the surface charge still enclosed by it. This surface charge is equal to $\rho_{s}(a b c d)$. Thus Eq. (5-213) gives

$$
D_{n 1}(a b c d)-D_{n 2}(e f g h)=\rho_{s}(a b c d)
$$

or

$$
\begin{equation*}
D_{n 1}-D_{n 2}=\rho_{s} \tag{5-214}
\end{equation*}
$$

since the two areas $a b c d$ and $e f g h$ are equal. In vector notation, (5-214) is written as

$$
\begin{equation*}
\mathbf{i}_{n} \cdot\left(\mathbf{D}_{1}-\mathbf{D}_{2}\right)=\rho_{s} \tag{5-215}
\end{equation*}
$$

In words, Eqs. (5-214) and (5-215) state that, at any point on the boundary, the components of $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ normal to the boundary are discontinuous by the amount of the surface charge density at that point.

Similarly, applying (5-209) to the box abcdefgh in the limit that the box shrinks to the surface, we obtain

$$
\begin{equation*}
\lim _{\mathrm{ss} \rightarrow 0} \oint_{\Delta S} \mathbf{B} \cdot d \mathbf{S}=0 \tag{5-216}
\end{equation*}
$$

Using the same argument as for the left side of (5-213), the quantity on the left side of (5-216) is equal to [ $B_{n 1}(a b c d)-B_{n 2}(e f g h)$ ]. Thus Eq. (5-216) gives

$$
B_{n 1}(a b c d)-B_{n 2}(e f g h)=0
$$

or

$$
\begin{equation*}
B_{n 1}-B_{n 2}=0 \tag{5-217}
\end{equation*}
$$

In vector notation, Eq. $(5-217)$ is written as

$$
\begin{equation*}
\mathbf{i}_{n} \cdot\left(\mathbf{B}_{1}-\mathbf{B}_{2}\right)=0 \tag{5-218}
\end{equation*}
$$

In words, Eqs. (5-217) and (5-218) state that, at any point on the boundary, the components of $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ normal to the boundary are equal.

Now, we consider a rectangular contour $a b c d a$ of infinitesimal area in the plane normal to the boundary and with its sides $a b$ and $c d$ parallel to the boundary as shown in Fig. 5-29. Applying (5-210) to this contour in the limit that $a d$ and $b c \rightarrow 0$, thereby shrinking the rectangle to the surface, we have

$$
\begin{equation*}
\lim _{\substack{a d \rightarrow 0 \\ b c \rightarrow 0}} \oint \mathbf{E} \cdot d \mathbf{l}=-\lim _{\substack{a b c d a \\ b c \rightarrow 0}} \frac{d}{d t} \int_{\substack{\text { area } \\ a b c d}} \mathbf{B} \cdot d \mathbf{S} \tag{5-219}
\end{equation*}
$$

In the limit that the rectangle shrinks to the surface, the contribution from $a d$ and $b c$ to the integral on the left side of (5-219) approaches zero. Since $a b$ and $c d$ are infinitesimal, the sum of the contributions from $a b$ and $c d$ becomes $\left[E_{a b}(a b)+E_{c d}(c d)\right]$, where $E_{a b}$ and $E_{c d}$ are the components of $\mathbb{E}_{1}$ and $\mathbf{E}_{2}$ along $a b$ and $c d$, respectively. The right side of (5-219) is equal to zero since the magnetic flux crossing the area abcd approaches zero as the area $a b c d$ tends to zero. Thus Eq. (5-219) gives

$$
E_{a b}(a b)+E_{c d}(c d)=0
$$

or, since $a b$ and $c d$ are equal,

$$
\begin{equation*}
\mathbf{i}_{a b} \cdot\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)=0 \tag{5-2,20}
\end{equation*}
$$

where $\mathbf{i}_{a b}$ is the unit vector along $a b$. Let us now define $\mathbf{i}_{m}$ to be the unit vector normal to the area $a b c d$ and in the direction of advance of a right-hand screw as it is turned in the sense of the path $a b c d a$. Note that $\mathbf{i}_{m}$ is tangential to the boundary. We then have

$$
\begin{equation*}
\mathbf{i}_{a b}=\mathbf{i}_{m} \times \mathbf{i}_{n} \tag{5-221}
\end{equation*}
$$

Substituting (5-221) into (5-220) and rearranging the order of the scalar triple product, we obtain

$$
\begin{equation*}
\mathbf{i}_{m} \cdot \mathbf{i}_{n} \times\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)=0 \tag{5-222}
\end{equation*}
$$

Since we can choose the rectangle $a b c d$ to be in any plane normal to the boundary, (5-222) must be true for all orientations of $\mathbf{i}_{m}$. It then follows that

$$
\begin{equation*}
\mathbf{i}_{n} \times\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)=0 \tag{5-223}
\end{equation*}
$$

or, in scalar form,

$$
\begin{equation*}
E_{t 1}-E_{t 2}=0 \tag{5-224}
\end{equation*}
$$

where $E_{t 1}$ and $E_{t 2}$ are the tangential components of $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$, respectively, at the boundary. In words, Eqs. (5-223) and (5-224) state that, at any point
on the boundary, the components of $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$ tangential to the boundary are equal.

Similarly, applying (5-211) to the contour $a b c d a$ in the limit that $a d$ and $b c \longrightarrow 0$, we have

$$
\begin{equation*}
\lim _{\substack{a d \rightarrow 0 \\ b c \rightarrow 0}} \oint_{\substack{a b c d a}} \mathbf{H} \cdot d \mathbf{l}=\lim _{\substack{a d \rightarrow 0 \\ b c \rightarrow 0 \\ b r a r e a \\ a b c d}} \int_{\substack{a d x \\ b c \rightarrow 0}} \cdot d \mathbf{S}+\lim _{\substack{a \rightarrow 0 \\ b c t}} \frac{d}{d t} \int_{\substack{\text { area } \\ a b c d}} \mathbf{D} \cdot d \mathbf{S} \tag{5-225}
\end{equation*}
$$

Using the same argument as for the left side of (5-219), the quantity on the left side of $(5-225)$ is equal to $\left[H_{a b}(a b)+H_{c d}(c d)\right]$, where $H_{a b}$ and $H_{c d}$ are the components of $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ along $a b$ and $c d$, respectively. The second integral on the right side of (5-225) is zero since the displacement flux crossing the area $a b c d$ approaches zero as the area $a b c d$ tends to zero. The first integral on the right side of $(5-225)$ would also be equal to zero but for a contribution from the surface current on the boundary because shrinking the rectangle to the surface reduces only the volume current enclosed by it to zero, keeping the surface current still enclosed by it. This contribution is the surface current flowing normal to the line which abcd approaches when it shrinks to the surface, that is, the current crossing this line along the direction of $\mathbf{i}_{m}$. This quantity is equal to $\left[\mathbf{J}_{s} \cdot \mathbf{i}_{m}\right](a b)$. Thus Eq. (5-225) gives

$$
H_{a b}(a b)+H_{c d}(c d)=\left(\mathbf{J}_{s} \cdot \mathbf{i}_{m}\right)(a b)
$$

or, since $a b$ and $c d$ are equal,

$$
\begin{equation*}
\mathbf{i}_{a b} \cdot\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)=\mathbf{J}_{s} \cdot \mathbf{i}_{m} \tag{5-226}
\end{equation*}
$$

Substituting (5-221) into (5-226) and rearranging the order of the scalar triple product, we obtain

$$
\begin{equation*}
\mathbf{i}_{n} \times\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right) \cdot \mathbf{i}_{m}=\mathbf{J}_{s} \cdot \mathbf{i}_{m} \tag{5-227}
\end{equation*}
$$

Since (5-227) must be true for all orientations of $\mathbf{i}_{m}$, that is, for a rectangle $a b c d$ in any plane normal to the boundary, it follows that

$$
\begin{equation*}
\mathbf{i}_{n} \times\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)=\mathbf{J}_{s} \tag{5-228}
\end{equation*}
$$

or, in scalar form,

$$
\begin{equation*}
H_{t 1}-H_{t 2}=J_{s} \tag{5-229}
\end{equation*}
$$

where $H_{t 1}$ and $H_{t 2}$ are the tangential components of $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$, respectively, at the boundary. In words, Eqs. (5-228) and (5-229) state that, at any point on the boundary, the components of $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ tangential to the boundary are discontinuous by the amount equal to the surface current density at that point.

Finally, applying (5-212) to the box $a b c d e f g h$ in the limit that the box shrinks to the surface, we have

$$
\begin{equation*}
\lim _{\mathrm{ss} \rightarrow 0} \oint_{\Delta S} \mathbf{J} \cdot d \mathbf{S}+\lim _{\mathrm{ss} \rightarrow 0} \frac{d}{d t} \int_{\Delta v} \rho d v=0 \tag{5-230}
\end{equation*}
$$

In the limit that the box shrinks to the surface, the contribution to the first integral on the left side of (5-230) from the side surfaces of the box would be zero but for the surface current on the boundary, since although the volume current emanating from the side surfaces reduces to zero, there still remains the surface current emanating from them. This current is

$$
\oint_{a b c d a} \mathbf{J}_{s} \cdot\left(d \mathbf{l} \times \mathbf{i}_{n}\right)=\int_{a b c d}\left(\boldsymbol{\nabla}_{s} \cdot \mathbf{J}_{s}\right) d S=\left(\boldsymbol{\nabla}_{s} \cdot \mathbf{J}_{s}\right)(a b c d)
$$

where the subscript $s$ in $\nabla_{s}$ denotes that the divergence is computed in the two dimensions tangential to the surface. The sum of the contributions from the top and bottom surfaces is equal to [ $\left.J_{n 1}(a b c d)-J_{n 2}(e f g h)\right]$ or $\left[\mathbf{i}_{n} \cdot\left(\mathbf{J}_{1}-\mathbf{J}_{2}\right)\right](a b c d)$. The second integral on the left side of $(5-230)$ is equal to $\left(\partial \rho_{s} / \partial t\right)(a b c d)$. Thus Eq. (5-230) gives

$$
\left[\nabla_{s} \cdot \mathbf{J}_{s}+\mathbf{i}_{n} \cdot\left(\mathbf{J}_{1}-\mathbf{J}_{2}\right)\right](a b c d)+\frac{\partial \rho_{s}}{\partial t}(a b c d)=0
$$

or

$$
\begin{equation*}
\mathbf{i}_{n} \cdot\left(\mathbf{J}_{1}-\mathbf{J}_{2}\right)=-\boldsymbol{\nabla}_{s} \cdot \mathbf{J}_{s}-\frac{\partial \rho_{s}}{\partial t} \tag{5-231}
\end{equation*}
$$

In words, Eq. (5-231) states that, at any point on the boundary, the components of $\mathbf{J}_{1}$ and $\mathbf{J}_{2}$ normal to the boundary are discontinuous by the amount equal to the negative of the sum of the two-dimensional divergence of the surface current density and the time derivative of the surface charge density at that point.

Equations (5-215), (5-218), (5-223), (5-228), and (5-231) form the set of boundary conditions for the most general case of time-varying fields in two arbitrary media. Although we have derived these boundary conditions by considering a plane surface, it should be obvious that we can consider any arbitrary-shaped boundary and obtain the same results by letting the box and the rectangle shrink to points on the boundary. We can now write the boundary conditions for various special cases by inspection of the corresponding sets of Maxwell's equations and continuity equation listed in Table 5.5. These boundary conditions are listed in Table 5.6, together with the general boundary conditions. Depending upon the problem, only some of the boundary conditions need to be used in the determination of the fields, whereas some or all of the remaining boundary conditions are automatically satisfied and the rest determine the surface charge and current densities on the boundary. Before we consider some examples, let us investigate the boundary condition for the power flow normal to the boundary. Letting $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$ be the Poynting vectors corresponding to the fields in media 1 and 2, respectively, we have

$$
\begin{align*}
\mathbf{i}_{n} \cdot\left(\mathbf{P}_{1}-\mathbf{P}_{2}\right) & =\mathbf{i}_{n} \cdot\left(\mathbf{E}_{1} \times \mathbf{H}_{1}-\mathbf{E}_{2} \times \mathbf{H}_{2}\right)  \tag{5-232}\\
& =\left(\mathbf{i}_{n} \times \mathbf{E}_{1}\right) \times\left(\mathbf{i}_{n} \times \mathbf{H}_{1}\right) \cdot \mathbf{i}_{n}-\left(\mathbf{i}_{n} \times \mathbf{E}_{2}\right) \times\left(\mathbf{i}_{n} \times \mathbf{H}_{2}\right) \cdot \mathbf{i}_{n}
\end{align*}
$$

TABLE 5.6. Summary of Boundary Conditions for Various Cases ( $\mathbf{i}_{n}$ is the unit vector normal to the boundary and drawn towards medium 1)

| Description | Boundary Conditions |
| :--- | :--- |
| Time-varying fields | $\mathbf{i}_{n} \cdot\left(\mathbf{D}_{1}-\mathbf{D}_{2}\right)=\rho_{s}$ |
| Medium 1: arbitrary, $\sigma_{1} \neq \infty$ | $\mathbf{i}_{n} \cdot\left(\mathbf{B}_{1}-\mathbf{B}_{2}\right)=0$ |
| Medium 2: arbitrary, $\sigma_{2} \neq \infty$ | $\mathbf{i}_{n} \times\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)=0$ |
|  | $\mathbf{i}_{n} \times\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)=\mathbf{J}_{s}$ |
|  | $\mathbf{i}_{n} \cdot\left(\mathbf{J}_{1}-\mathbf{J}_{2}\right)=-\mathbf{V}_{s} \cdot \mathbf{J}_{s}-\frac{\partial \rho_{s}}{\partial t}$ |
| Static fields | $\mathbf{i}_{n} \cdot\left(\mathbf{D}_{1}-\mathbf{D}_{2}\right)=\rho_{s}$ |
| Medium 1: arbitrary, $\sigma_{1} \neq \infty$ | $\mathbf{i}_{n} \cdot\left(\mathbf{B}_{1}-\mathbf{B}_{2}\right)=0$ |
| Medium 2: arbitrary, $\sigma_{2} \neq \infty$ | $\mathbf{i}_{n} \times\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)=0$ |
|  | $\mathbf{i}_{n} \times\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)=\mathbf{J}_{s}$ |
|  | $\mathbf{i}_{n} \cdot\left(\mathbf{J}_{1}-\mathbf{J}_{2}\right)=-\mathbf{V}_{s} \cdot \mathbf{J}_{s}$ |
| Time-varying fields | $\mathbf{i}_{n} \cdot\left(\mathbf{D}_{1}-\mathbf{D}_{2}\right)=0$ |
| Medium 1: perfect dielectric, $\sigma_{1}=0$ | $\mathbf{i}_{n} \times\left(\mathbf{B}_{1}-\mathbf{B}_{2}\right)=0$ |
| Medium 2: perfect dielectric, $\sigma_{2}=0$ | $\mathbf{i}_{n} \times\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)=0$ |
|  | $\mathbf{i}_{n} \times\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)=0$ |
|  | $\mathbf{i}_{n} \cdot\left(\mathbf{D}_{1}-\mathbf{D}_{2}\right)=0$ |
| Static fields | $\mathbf{i}_{n} \cdot\left(\mathbf{B}_{1}-\mathbf{B}_{2}\right)=0$ |
| Medium 1: perfect dielectric, $\sigma_{1}=0$ | $\mathbf{i}_{n} \times\left(\mathbf{E}_{1}-\mathbf{E}_{2}\right)=0$ |
| Medium 2: perfect dielectric, $\sigma_{2}=0$ | $\mathbf{i}_{n} \times\left(\mathbf{H}_{1}-\mathbf{H}_{2}\right)=0$ |
|  | $\mathbf{i}_{n} \times \mathbf{D}_{1}=\rho_{s}$ |
| Time-varying fields | $\mathbf{i}_{n} \times \mathbf{B}_{1}=0$ |
| Medium 1: perfect dielectric, $\sigma_{1}=0$ | $\mathbf{i}_{n} \times \mathbf{E}_{1}=0$ |
| Medium 2: perfect conductor, $\sigma_{2}=\infty$ | $\mathbf{i}_{n} \times\left(\mathbf{H}_{1}=\mathbf{J}_{s}\right.$ |
|  |  |
| Static electric field | $\mathbf{i}_{n} \cdot \mathbf{D}_{1}=\rho_{s}$ |
| Medium 1: perfect dielectric, $\sigma_{1}=0$ | $\mathbf{i}_{n} \times \mathbf{E}_{1}=0$ |
| Medium 2: perfect conductor, $\sigma_{2}=\infty$ |  |

Substituting (5-223) and (5-228) into (5-232), we get

$$
\begin{align*}
\mathbf{i}_{n} \cdot\left(\mathbf{P}_{1}-\mathbf{P}_{2}\right)= & \left(\mathbf{i}_{n} \times \mathbf{E}_{2}\right) \times\left[\left(\mathbf{i}_{n} \times \mathbf{H}_{2}\right)+\mathbf{J}_{s}\right] \cdot \mathbf{i}_{n} \\
& -\left(\mathbf{i}_{n} \times \mathbf{E}_{2}\right) \times\left(\mathbf{i}_{n} \times \mathbf{H}_{2}\right) \cdot \mathbf{i}_{n} \\
= & {\left[\left(\mathbf{i}_{n} \times \mathbf{E}_{2}\right) \times \mathbf{J}_{s}\right] \cdot \mathbf{i}_{n} } \\
= & {\left[\left(\mathbf{i}_{n} \times \mathbf{E}_{1}\right) \times \mathbf{J}_{s}\right] \cdot \mathbf{i}_{n} }  \tag{5-233}\\
= & {\left[\left(\mathbf{i}_{n} \cdot \mathbf{J}_{s}\right) \mathbf{E}_{1}-\left(\mathbf{J}_{s} \cdot \mathbf{E}_{1}\right) \mathbf{i}_{n}\right] \cdot \mathbf{i}_{n} } \\
= & -\mathbf{J}_{s} \cdot \mathbf{E}_{1}
\end{align*}
$$

since $\left(\mathbf{i}_{n} \cdot \mathbf{J}_{s}\right)$ is equal to zero. Thus, at any point on the boundary, the components of the Poynting vector normal to the boundary are discontinuous by the amount equal to the power density associated with the surface current density at that point. In the absence of a surface current, the normal components of the Poynting vector are continuous.

Exmple 5-14. In Fig. 5.30, medium 1 comprises the region $z>0$ and medium 2 comprises the region $z<0$. All fields are spatially uniform in both media


Fig. 5.30. For Example 5-14.
and independent of time. The quantities $\sigma_{0}$ and $\epsilon_{0}$ are constants. If the currert density in medium 1 is given by

$$
\mathbf{J}_{1}=J_{0}\left(\mathbf{i}_{x}+2 \mathbf{i}_{y}+6 \mathbf{i}_{z}\right)
$$

where $J_{0}$ is a constant, find (a) the electric field intensity vector $\mathbf{E}_{2}$ in mediun 2 , and (b) the surface charge density $\rho_{s}$ on the interface $z=0$.

The electric field intensity $\mathbf{E}_{1}$ in medium 1 is given by

$$
\mathbf{E}_{1}=\frac{\mathbf{J}_{1}}{\sigma_{1}}=\frac{J_{0}}{\sigma_{0}}\left(\mathbf{i}_{x}+2 \mathbf{i}_{y}+6 \mathbf{i}_{z}\right)
$$

From (5-223), the tangential component of $\mathbf{E}_{2}$ is equal to the tangental component of $\mathbf{E}_{1}$. Thus $E_{2 x}=J_{0} / \sigma_{0}$ and $E_{2 y}=2 J_{0} / \sigma_{0}$. Since all fields are spatially uniform and independent of time, $\nabla_{s} \cdot \mathbf{J}_{s}=0$ and $\partial \rho_{s} / \partial t=0$. Then, from (5-231) the normal component of $J_{2}$ is equal to the nornal component of $\mathrm{J}_{1}$. Thus $J_{2 z}=6 J_{0}$ and $E_{2 z}=J_{2 z} / \sigma_{2}=6 J_{0} / 3 \sigma_{0}=2 J_{0} / r_{0}$. The electric field intensity $\mathbf{E}_{2}$ in medium 2 is therefore given by

$$
\mathbf{E}_{2}=\frac{J_{0}}{\sigma_{0}}\left(\mathbf{i}_{x}+2 \mathbf{i}_{y}+2 \mathbf{i}_{z}\right)
$$

From (5-215), the surface charge density $\rho_{s}$ on the interface $z=0$ is givenby

$$
\begin{aligned}
\rho_{s} & =\mathbf{i}_{z} \cdot\left(\mathbf{D}_{1}-\mathbf{D}_{2}\right) \\
& =D_{1 z}-D_{2 z}=\epsilon_{1} E_{1 z}-\epsilon_{2} E_{2 z} \\
& =\epsilon_{0} \frac{6 J_{0}}{\sigma_{0}}-2 \epsilon_{0} \frac{2 J_{0}}{\sigma_{0}}=2 \frac{\epsilon_{0} J_{0}}{\sigma_{0}}
\end{aligned}
$$

Example 5-15. In Fig. 5.31, a perfect dielectric medium $x<0$ is bounded y a perfect conductor $(x=0)$. The electric field intensity for $x<0$ is give by

$$
\begin{aligned}
\mathbf{E}(x, y, z, t)= & {\left[E_{1} \cos (\omega t-\beta x \cos \theta-\beta z \sin \theta)\right.} \\
& \left.+E_{2} \cos (\omega t+\beta x \cos \theta-\beta z \sin \theta)\right] \mathbf{i}_{y}
\end{aligned}
$$

where $E_{1}, E_{2}, \omega, \beta$, and $\theta$ are constants. Find the relationship betwee $E_{1}$ and $E_{2}$. Then find the surface current density on the surface $z=0$.


Fig. 5.31. For Example 5-15.
From the boundary conditions listed in Table 5.6, the tangential component of the electric field intensity at the surface of a perfect conductor must be zero. Thus

$$
\left[E_{y}\right]_{x=0}=\left(E_{1}+E_{2}\right) \cos (\omega t-\beta z \sin \theta)=0
$$

For this to be true for all values of $z$ and $t, E_{1}+E_{2}$ must be zero. Hence

$$
E_{2}=-E_{1}
$$

The electric field intensity for $x<0$ is then given by

$$
\begin{align*}
\mathbf{E}= & {\left[E_{1} \cos (\omega t-\beta x \cos \theta-\beta z \sin \theta)\right.} \\
& \left.-E_{1} \cos (\omega t+\beta x \cos \theta-\beta z \sin \theta)\right] \mathbf{i}_{y}  \tag{5-234}\\
= & 2 E_{1} \sin (\beta x \cos \theta) \sin (\omega t-\beta z \sin \theta) \mathbf{i}_{y}
\end{align*}
$$

The corresponding magnetic flux density $\mathbf{B}$ can be obtained by using Maxwell's curl equation for $\mathbf{E}$, given by

$$
\begin{equation*}
-\frac{\partial \mathbf{B}}{\partial t}=\boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial E_{y}}{\partial z} \mathbf{i}_{x}+\frac{\partial E_{y}}{\partial x} \mathbf{i}_{z} \tag{5-235}
\end{equation*}
$$

Substituting for $E_{y}$ in (5-235) from (5-234) and integrating with respect to time, we obtain

$$
\begin{aligned}
\mathbf{B}= & -\frac{2 E_{1} \beta}{\omega}\left[\sin \theta \sin (\beta x \cos \theta) \sin (\omega t-\beta z \sin \theta) \mathbf{i}_{x}\right. \\
& \left.-\cos \theta \cos (\beta x \cos \theta) \cos (\omega t-\beta z \sin \theta) \mathbf{i}_{z}\right]
\end{aligned}
$$

The magnetic flux density at the surface of the perfect conductor is given by

$$
[\mathbf{B}]_{x=0}=\frac{2 E_{1} \beta}{\omega} \cos \theta \cos (\omega t-\beta z \sin \theta) \mathbf{i}_{z}
$$

Note that the condition of zero normal component of $\mathbf{B}$ at the surface of the perfect conductor is automatically satisfied by the zero tangential component of $\mathbf{E}$. This is because the boundary condition for the tangential component of $\mathbf{E}$ is obtained from the integral form of $\boldsymbol{\nabla} \times \mathbf{E}=-\partial \mathbf{B} / \partial t$ whereas the boundary condition for the normal component of $\mathbf{B}$ is obtained from the integral form of $\boldsymbol{\nabla} \cdot \mathbf{B}=0$. However, $\boldsymbol{\nabla} \cdot \mathbf{B}=0$ follows from $\boldsymbol{\nabla} \times \mathbf{E}=-\partial \mathbf{B} / \partial t$. Hence the two boundary conditions are not independent. Finally, the surface current density at the surface of the perfect conductor
is given by

$$
\begin{aligned}
\mathbf{J}_{s} & =-\mathbf{i}_{x} \times[\mathbf{H}]_{x=0} \\
& =\frac{2 E_{1} \beta}{\omega \mu} \cos \theta \cos (\omega t-\beta z \sin \theta) \mathbf{i}_{y}
\end{aligned}
$$

## PROBLEMS

5.1. Consider two electrons moving under thermal agitation with equal and opposite velocities. A uniform electric field is applied along the direction of motion of one of the electrons. Show that the gain in kinetic energy by the accelerating electron is greater than the loss in kinetic energy by the decelerating electron.
5.2. (a) For a sinuosidally time-varying electric field $\mathbf{E}=\mathbf{E}_{0} \cos \omega t$, where $\mathbf{E}_{0}$ is a constant, show that the steady-state solution for Eq. (5-2) is given by

$$
\mathbf{v}_{d}=\frac{\tau e}{m \sqrt{1+\omega^{2} \tau^{2}}} \mathbf{E}_{0} \cos \left(\omega t-\tan ^{-1} \omega \tau\right)
$$

(b) Based on the assumption of one free electron per atom, the free electron density $N_{e}$ in silver is $5.86 \times 10^{28} \mathrm{~m}^{-3}$. Using the conductivity for silver given in Table 5.1, find the frequency at which the drift velocity lags the applied field by $\pi / 4 \mathrm{rad}$. What is the ratio of the mobility at this frequency to the mobility at zero frequency?
5.3. The plane surfaces $x=0, y>0$ and $y=0, x>0$, and the curved surface $x y=2$ form the boundaries of conductors extending away from the region between them. If the electrostatic potential in the region between the surfaces is given by $V=50 x y$ volts, find the surface charge densities on all three surfaces.
5.4. The region $z<-d$ is occupied by a conductor. An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated along the $x$ axis. From the secondary field required to make the total field inside the conductor equal to zero and from symmetry considerations as illustrated in Fig. 5.32, show that the induced charge


Fig. 5.32. For Problems 5.4 and 5.5. Charge is line charge for Problem 5.4 and point charge for Problem 5.5.
density on the surface of the conductor is given in cartesian coordinates by $-\rho_{L 0} d / \pi\left(y^{2}+d^{2}\right) \mathrm{C} / \mathrm{m}^{2}$. Show that the induced surface charge per unit length along the $x$ direction is equal to $-\rho_{L 0}$. Show that the field outside the conductor is the same as the field due to the line charge along the $x$ axis and an image line charge of uniform density $-\rho_{L 0} \mathrm{C} / \mathrm{m}$ situated parallel to the actual line charge and passing through ( $0,0,-2 d$ ).
5.5. The region $z<-d$ is occupied by a conductor. A point charge $Q \mathrm{C}$ is situated at the origin. From the secondary field required to make the total field inside the conductor equal to zero and from symmetry considerations as illustrated in Fig. 5.32 , show that the induced charge density on the surface of the conductor is given in cylindrical coordinates by $-Q d / 2 \pi\left(r_{c}^{2}+d^{2}\right)^{3 / 2} \mathrm{C} / \mathrm{m}^{2}$. Show that the total induced surface charge is $-Q \mathrm{C}$. Show that the field outside the conductor is the same as the field due to the point charge $Q$ at the origin and an image point charge $-Q$ situated at $(0,0,-2 d)$.

Two infinitely long, coaxial, hollow cylindrical conductors of inner radii $a$ and $c$, respectively, and outer radii $b(<c)$ and $d$, respectively, carry uniformly distributed surface charges on all four of their surfaces. If the net surface charges per unit length are $\rho_{L 1}$ and $\rho_{L 2} \mathrm{C}$ for the inner and outer conductors, respectively, find the surface charge densities on all four surfaces.
5.8. Two concentric, spherical conducting shells of inner radii $a$ and $c$, respectively, and outer radii $b(<c)$ and $d$, respectively, carry uniformly distributed surface charges on all four of their surfaces. If the net surface charges are $Q_{1}$ and $Q_{2} \mathrm{C}$ for the inner and outer conductors, respectively, find the surface charge densities on all four surfaces.
5.9. Figure 5.33 shows the electric field intensities on either side of a point on a surface charge layer in free space.
(a) Using the integral form of Maxwell's curl equation for $\mathbf{E}$, show that the tangential components $E_{t 1}$ and $E_{t 2}$ are equal.

Fig. 5.33. For Problem 5.9.

(b) Using the integral form of Maxwell's divergence equation for $\mathbf{E}$, show that the normal components $E_{n 1}$ and $E_{n 2}$ are related in the manner

$$
E_{n 1}-E_{n 2}=\frac{\rho_{s}}{\epsilon_{0}}
$$

where $\rho_{s}$ is the surface charge density at the point.
5.10. Figure 5.34 shows the magnetic flux densities on either side of a point on a surface current layer in free space.
(a) Using the integral form of Maxwell's divergence equation for $\mathbf{B}$, show that the normal components $B_{n 1}$ and $B_{n 2}$ are equal.
(b) Using the integral form of Maxwell's curl equation for $\mathbf{B}$, show that the tangential components $B_{t 1}$ and $B_{t 2}$ are related in the manner

$$
B_{t 1}-B_{t 2}=\mu_{0} J_{s}
$$

where $\mathbf{J}_{s}$ is the surface current density at the point. Note that $\mathbf{J}_{s}$ is directed into the paper whereas $B_{t 1}$ and $B_{t 2}$ are in the plane of the paper.


Fig. 5.34. For Problem 5.10.
5.11. The electric field intensity outside a conducting sphere of radius $a$ and centered at the origin is given by

$$
\mathbf{E}=E_{0}\left(1+\frac{2 a^{3}}{r^{3}}\right) \cos \theta \mathbf{i}_{r}-E_{0}\left(1-\frac{a^{3}}{r^{3}}\right) \sin \theta \mathbf{i}_{\theta}
$$

(a) Show that $\mathbf{E}$ satisfies Maxwell's equations.
(b) Show that the tangential component of $\mathbf{E}$ is zero at the conductor surface.
(c) Find the charge density on the conductor surface.
(d) Find the applied field by letting $a \longrightarrow 0$ and then find the secondary field both inside and outside $r=a$.
(e) Show that the secondary field on either side of the boundary satisfies the conditions (a) and (b) stated in Problem 5.9.
5.12. The radius of the electron cloud in a helium atom is approximately equal to $10^{-10} \mathrm{~m}$. Compute the relative displacement between the centroids of the nucleus and the electron cloud under the influence of an electric field $E_{0}=5 \times 10^{6} \mathrm{volts} / \mathrm{m}$. Compare your result with the radius of the electron cloud.
5.13. In Example 5-3, assume that the charge distribution in the electron cloud is a function of the radial distance from the centroid. If the relative displacement $d$ between the centroids of the nucleus and the electron cloud is very small compared to the effective atomic radius, show that the electronic polarizability is approximately given by

$$
\alpha_{e} \approx \frac{3 \epsilon_{0} Q}{|\rho(0)|}
$$

where $\rho(0)$ is the charge density at the center of the electron cloud and $Q$ is the magnitude of the total charge in the electron cloud. Verify the result for the uniformly charged cloud.
5.14. Show that the torque acting on an electric dipole of moment $\mathbf{p}$ in a uniform electric field $\mathbf{E}_{p}$ is equal to $\mathbf{p} \cdot \mathbf{E}_{p}$. Show that the torque tends to align the dipole moment with the field.
5.15. Two infinitely long line charges of uniform densities $\rho_{L O}$ and $-\rho_{L 0}$ are situated parallel to the $z$ axis and pass through the points $(d / 2,0,0)$ and $(-d / 2,0,0)$, respectively. Show that the average electric field intensity in a cylindrical volume of radius $a>d / 2$ and having the $z$ axis as its axis is equal to $-\left(\rho_{L 0} d / 2 \pi \epsilon_{0} a^{2}\right) \mathbf{i}_{x}$.
5.16. Show that the average electric field intensity due to an arbitrary volume charge distribution of dipole moment $p$ in a spherical volume of radius $a$ is given by

$$
\mathbf{E}_{a v}=-\frac{\mathbf{p}}{4 \pi \epsilon_{0} a^{3}}
$$

5.17. The region $a<r<b$ in spherical coordinates is filled with a dielectric material of uniform susceptibility $\chi_{e 0}$. A point charge $Q$ is situated at the origin.
(a) Show that the polarization volume charge density is zero and that the polarization surface charge densities are given by

$$
\rho_{p s}= \begin{cases}\frac{\chi_{e 0}}{1+\chi_{e 0}} \frac{Q}{4 \pi a^{2}} & r=a \\ \frac{\chi_{e 0}}{1+\chi_{e 0}} \frac{Q}{4 \pi b^{2}} & r=b\end{cases}
$$

(b) Find the electric field intensities in the three different regions $r<a, a<r<b$, and $r>b$.
(c) Discuss your results for the limiting case $a \rightarrow 0$ and $b \rightarrow \infty$.
5.18. The region $z<-d$ is occupied by a dielectric of uniform electric susceptibility $\chi_{e 0}$. A point charge $Q$ is situated at the origin. Show that the polarization surface charge density is equal to

$$
-\frac{Q \chi_{e 0} d}{2 \pi\left(2+\chi_{\epsilon 0}\right)\left(r_{c}^{2}+d^{2}\right)^{3 / 2}}
$$

and that the polarization volume charge density is zero. Show that the electric field intensity inside the dielectric is the same as that due to a point charge equal to $2 Q /\left(2+\chi_{e 0}\right)$ at the origin. Show that the electric field intensity outside the dielectric is the same as that due to the point charge $Q$ at the origin and an image point charge $-\chi_{e 0} Q /\left(2+\chi_{e 0}\right)$ at $(0,0,-2 d)$.
5.19. A dielectric sphere of radius $a$ and having uniform electric susceptibility $\chi_{e 0}$ is centered at the origin. The electric field intensities outside and inside the sphere are given in spherical coordinates by

$$
\begin{aligned}
& \mathbf{E}_{o}=\left(1+\frac{2 \chi_{e 0}}{3+\chi_{e 0}} \frac{a^{3}}{r^{3}}\right) E_{0} \cos \theta \mathbf{i}_{r}-\left(1-\frac{\chi_{e 0}}{3+\chi_{e 0}} \frac{a^{3}}{r^{3}}\right) E_{0} \sin \theta \mathbf{i}_{\theta} \\
& \mathbf{E}_{i}=\frac{3}{3+\chi_{e 0}}\left(E_{0} \cos \theta \mathbf{i}_{r}-E_{0} \sin \theta \mathbf{i}_{\theta}\right)
\end{aligned}
$$

where $E_{0}$ is a constant.
(a) Show that $\mathbf{E}_{o}$ and $\mathbf{E}_{i}$ satisfy Maxwell's equations.
(b) Find the applied field by letting $a \rightarrow 0$ and then find the secondary field both inside and outside $r=a$.
(c) Show that the tangential components of the secondary field on either side of $r=a$ are equal.
(d) From the normal components of the secondary field on either side of $r=a$, obtain the polarization surface charge density at $r=a$, using condition (b) stated in Problem 5.9.
(e) Show that the surface charge density found in part (d) is consistent with the polarization vector corresponding to $\mathbf{E}_{i}$.
5.20. An infinite plane dielectric slab of thickness $d$ and having a nonuniform electric susceptibility given by

$$
\chi_{e}(z)=\frac{z}{4-z}
$$

occupies the region $1<z<2$. A uniform electric field $\mathbf{E}_{a}=E_{0} \mathbf{i}_{z}$ is applied. Show that the induced polarization volume and surface charge densities are given by

$$
\begin{aligned}
& \rho_{p}=-\frac{1}{4} \epsilon_{0} E_{0} \\
& \rho_{p s}=\left\{\begin{array}{rl}
\frac{1}{2} \epsilon_{0} E_{0} & z=2 \\
-\frac{1}{4} \epsilon_{0} E_{0} & z=1
\end{array}\right.
\end{aligned}
$$

Find the secondary and total electric fields both inside and outside the dielectric. Obtain the polarization current density in the dielectric if the applied electric field is time-varying in the manner $\mathbf{E}_{a}=E_{0} \cos \omega t \mathrm{i}_{z}$.
5.21. Two perfectly conducting, infinite plane parallel sheets separated by a distance $d$ carry uniformly distributed surface charges of equal and opposite densities $\rho_{s 0}$ and $-\rho_{s 0}$, respectively. For each of the following cases, find the potential difference between the two plates:
(a) The medium between the two plates is free space.
(b) The medium between the two plates is a dielectric of uniform permittivity $\epsilon=4 \epsilon_{0}$.
(c) The medium between the two plates consists of two dielectric slabs of thicknesses $t$ and $d-t$ and having permittivities $\epsilon_{1}=2 \epsilon_{0}$ and $\epsilon_{2}=4 \epsilon_{0}$, respectively.
(d) The medium between the two plates is a dielectric of nonuniform permittivity which varies linearly from a value of $\epsilon_{1}$ near one plate to a value of $\epsilon_{2}$ near the second plate.
5.22. Two perfectly conducting, infinite plane parallel sheets separated by a distance $d$ carry uniformly distributed surface charges of equal and opposite densities. For each of the cases listed in Problem 5.21, find the required surface charge densities if the potential difference between the two plates is to be $V_{0}$.
5.23. An infinite plane dielectric slab of thickness $d$ and having a nonuniform permittivity given by

$$
\epsilon=\frac{4 \epsilon_{0}}{(1+z / d)^{2}}
$$

occupies the region $0<z<d$. A uniform electric field $\mathbf{E}_{a}=E_{0} \mathbf{i}_{z}$ is applied. Find the following quantities:
(a) $\mathbf{D}$ outside the dielectric.
(b) $\mathbf{D}$ inside the dielectric.
(c) $\mathbf{E}$ inside the dielectric.
(d) $\mathbf{P}$ inside the dielectric.
(e) $\rho_{p s}$ on the surfaces $z=0$ and $z=d$.
(f) $\rho_{p}$ inside the dielectric.
5.24. The region $a<r<b$ in spherical coordinates is occupied by a dielectric material. A point charge $Q$ is situated at the origin. It is found that the electric field intensity inside the dielectric is given by

$$
\mathbf{E}=\frac{Q}{4 \pi \epsilon_{0} b^{2}} \mathbf{i}_{r} \quad a<r<b
$$

Find the following quantities:
(a) The permittivity of the dielectric.
(b) $\rho_{p s}$ on the surfaces $r=a$ and $r=b$.
(c) $\rho_{p}$ inside the dielectric.
5.2.5. Show that the result given by (5-98) for the change in the angular velocity of an electron in a circular orbit of radius $a$ under the influence of an applied magnetic field follows from the application of Faraday's law in integral form to the electronic orbit.
5.26. Show that the torque acting on an arbitrary current loop of dipole moment $m$ in a uniform magnetic field $\mathbf{B}_{m}$ is equal to $\mathbf{m} \times \mathbf{B}_{m}$. Show that the torque tends to align the dipole moment with the field.
5.27. Two infinitely long filamentary wires situated parallel to the $z$ axis and passing through the points $(d / 2,0,0)$ and $(-d / 2,0,0)$ carry currents $I$ amp in the positive and negative $z$ directions, respectively. Show that the average magnetic flux density in a cylindrical volume of radius $a>d / 2$ and having the $z$ axis as its axis is equal to $-\left(\mu_{0} I d / 2 \pi a^{2}\right) \mathbf{i}_{y}$.
5.28. Show that the average magnetic flux density due to an arbitrary volume current distribution of dipole moment $\mathbf{m}$ in a spherical volume of radius $b$ is given by

$$
\mathbf{B}_{a v}=\frac{\mu_{0} \mathbf{m}}{2 \pi b^{3}}
$$

5.29. The region $a<r<b$ in cylindrical coordinates is filled with a magnetic material of uniform susceptibility $\chi_{m 0}$. A filamentary wire situated along the $z$ axis carries current $I \mathrm{amp}$ in the $z$ direction.
(a) Show that the magnetization volume current density is zero and that the magnetization surface current densities are given by

$$
\mathbf{J}_{m s}=\left\{\begin{array}{rr}
\chi_{m 0} \frac{I}{2 \pi a} \mathbf{i}_{z} & r=a \\
-\chi_{m 0} \frac{I}{2 \pi b} \mathbf{i}_{z} & r=b
\end{array}\right.
$$

(b) Find the magnetic flux densities in the three different regions $r<a, a<r<b$, and $r>b$.
(c) Discuss your results for the limiting case $a \rightarrow 0$ and $b \rightarrow \infty$.
5.30. The region $z<-d$ is occupied by a magnetic material of uniform susceptibility $\chi_{m 0}$. An infinitely long filamentary wire carrying current $I \mathrm{amp}$ in the $x$ direction is situated along the $x$ axis. Show that the magnetization surface current density is equal to

$$
\frac{\chi_{m 0} d I}{\pi\left(2+\chi_{m 0}\right)\left(y^{2}+d^{2}\right)} \mathbf{i}_{x} \mathrm{amp} / \mathrm{m}
$$

and that the magnetization volume current density is equal to zero. Show that the magnetic flux density inside the magnetic material is the same as that due to a filamentary wire along the $x$ axis carrying $\left[\left(2+2 \chi_{m 0}\right) /\left(2+\chi_{m 0}\right)\right] I \mathrm{amp}$ in the $x$ direction. Show that the magnetic flux density outside the magnetic material is the same as that due to the filamentary wire along the $x$ axis carrying $I$ amp in the $x$ direction and an image filamentary wire parallel to the $x$ axis and passing through ( $0,0,-2 d$ ) and carrying a current $\chi_{m 0} I /\left(2+\chi_{m 0}\right)$ amp in the $x$ direction.
5.31. A sphere of magnetic material of radius $a$ and having uniform susceptibility $\chi_{m 0}$ is centered at the origin. The magnetic flux densities outside and inside the splaere are given in spherical coordinates by

$$
\begin{aligned}
& \mathbf{B}_{o}=\left(1+\frac{2 \chi_{m 0}}{3+\chi_{m 0}} \frac{a^{3}}{r^{3}}\right) B_{0} \cos \theta \mathbf{i}_{r}-\left(1-\frac{\chi_{m 0}}{3+\chi_{m 0}} \frac{a^{3}}{r^{3}}\right) B_{0} \sin \theta \mathbf{i}_{\theta} \\
& \mathbf{B}_{i}=\frac{3\left(1+\chi_{m 0}\right)}{3+\chi_{m 0}}\left(B_{0} \cos \theta \mathbf{i}_{r}-B_{0} \sin \theta \mathbf{i}_{\theta}\right)
\end{aligned}
$$

where $B_{0}$ is a constant.
(a) Show that $\mathbf{B}_{o}$ and $\mathbf{B}_{i}$ satisfy Maxwell's equations.
(b) Find the applied fieid by letting $a \rightarrow 0$ and then find the secondary field both inside and outside $r=a$.
(c) Show that the normal components of the secondary field on either side of $r=a$ are equal.
(d) From the tangential components of the secondary field on either side of $r=a$, obtain the magnetization surface current density at $r=a$, using condition (b) stated in Problem 5.10.
(e) Show that the surface current density found in part (d) is consistent with the magnetization vector corresponding to $\mathbf{B}_{i}$.
5.32. An infinite plane slab of magnetic material of thickness $d$ and having a nonuniform magnetic susceptibility given by

$$
\chi_{m}(z)=\frac{z}{4}
$$

occupies the region $1<z<2$. A uniform magnetic field $\mathbf{B}_{a}=B_{0} \mathbf{i}_{x}$ is applied. Show that the induced magnetization volume and surface current densities are given by

$$
\begin{aligned}
& \mathbf{J}_{m}=\frac{B_{0}}{4 \mu_{0}} \mathbf{i}_{y} \\
& \mathbf{J}_{m s}=\left\{\begin{array}{rc}
\frac{B_{0}}{4 \mu_{0}} \mathbf{i}_{y} & z=1<z<2 \\
-\frac{B_{0}}{2 \mu_{0}} \mathbf{i}_{y} & z=2
\end{array}\right.
\end{aligned}
$$

Find the secondary and total magnetic fields both inside and outside the magnetic material.
5.33. Two perfectly conducting, infinite plane parallel sheets separated by a distance $d$ carry uniformly distributed surface currents having equal and opposite densities $\mathbf{J}_{s 0}$ and $-\mathbf{J}_{s 0}$, respectively. For each of the following cases, find the magnetic flux between the current sheets per unit length along the direction of flow of the current.
(a) The medium between the two plates is free space.
(b) The medium between the two plates is a magnetic material of uniform permeability $\mu=4 \mu_{0}$.
(c) The medium between the two plates consists of two magnetic material slabs of thicknesses $t$ and $d-t$ and having permeabilities $\mu_{1}=2 \mu_{0}$ and $\mu_{2}=4 \mu_{0}$, respectively.
(d) The medium between the two plates is a magnetic material of nonuniform permeability which varies linearly from a value of $\mu_{1}$ near one plate to a value of $\mu_{2}$ near the second plate.
5.34. Two perfectly conducting, infinite plane parallel sheets separated by a distance $d$ carry uniformly distributed surface currents having equal and opposite densities. For each of the cases listed in Problem 5.33, find the required surface current densities if the magnetic flux between the current sheets per unit length along the direction of flow of the current is to be $\psi_{0}$.
5.35. An infinite plane magnetic material slab of thickness $d$ and having a nonuniform permeability given by

$$
\mu=\mu_{0}\left(1+\frac{z}{d}\right)^{2}
$$

occupies the region $0<z<d$. A uniform magnetic field $\mathbf{B}_{a}=\boldsymbol{B}_{0} \mathbf{i}_{y}$ is applied. Find the following quantities:
(a) H outside the magnetic material.
(b) $\mathbf{H}$ inside the magnetic material.
(c) $\mathbf{B}$ inside the magnetic material.
(d) $\mathbf{M}$ inside the magnetic material.
(e) $\mathrm{J}_{m s}$ on the surfaces $z=0$ and $z=d$.
(f) $\mathbf{J}_{m}$ inside the magnetic material.
5.36. The region $a<r<b$ in cylindrical coordinates is occupied by a magnetic material. A filamentary wire situated along the $z$ axis carries current $I$ amp in the $z$ direction. It is found that the magnetic flux density inside the magnetic material is given by

$$
\mathbf{B}=\frac{\mu_{0} I}{2 \pi a} \mathbf{i}_{\phi} \quad a<r<b
$$

Find the following quantities:
(a) The permeability of the magnetic material.
(b) $\mathrm{J}_{m \mathrm{~s}}$ on the surfaces $r=a$ and $r=b$.
(c) $\mathbf{J}_{m}$ inside the magnetic material.
5.37. A portion of the B-H curve for a ferromagnetic material can be approximated by the analytical expression

$$
\mathbf{B}=\mu_{0} k H \mathbf{H}
$$

where $k$ is a constant having the units of meters per ampere. Find $\mu_{r}, \mu_{i r}, \chi_{m}$, and $M$.
5.38. Show that Eq. (5-162) follows from Eq. (5-163) whereas Eq. (5-161) follows from Eqs. (5-164) and (5-165).
5.39. Two infinite plane conducting sheets separated by a distance $d$ carry uniformly distributed surface charges of densities $\rho_{s 0}$ and $-\rho_{s 0}$, respectively. Find the electric stored energy per unit area of the plates if the medium between the plates is (a) free space, and (b) a dielectric of uniform permittivity $\epsilon=4 \epsilon_{0}$.
5.40. The region between two infinite plane conducting sheets separated by a distance $d$ is characterized by a uniform electric field intensity $E_{0}$ directed normal to the plates. Find the electric stored energy per unit area of the plates if the medium between the plates is (a) free space, and (b) a dielectric of uniform permittivity $\epsilon=4 \epsilon_{0}$.
5.41. Two infinite plane conducting sheets separated by a distance $d$ carry unifфrmly distributed surface currents of densities $\mathbf{J}_{s 0}$ and $-\mathbf{J}_{s 0}$, respectiveiy. Find the magnetic stored energy per unit area of the plates if the medium between the plates is (a) free space, and (b) a magnetic material of uniform permeability $\mu=4 \mu_{0}$.
5.42. The region between two infinite plane conducting sheets separated by a distance $d$ is characterized by a uniform magnetic flux density $B_{0}$ directed tangential to the plates. Find the magnetic stored energy per unit area of the plates if the medium between the plates is (a) free space, and (b) a magnetic material of uniform permeability $\mu=4 \mu_{0}$.
\$.43. For the B-H curve of Problem 5.37, find the work done per unit volume in magnetizing the material from zero to a certain value $B_{0}=\mu_{0} k H_{0}^{2}$.
5.44. The region $r \leq a$ in cylindrical coordinates is occupied by a magnetic material of uniform permeability $\mu$. The magnetic field intensity is given by

$$
\mathbf{H}= \begin{cases}H_{0} \cos \omega t \mathbf{i}_{z} & r \leq a \\ 0 & \text { otherwise }\end{cases}
$$

where $H_{0}$ is a constant. Show that the time rate of change of energy stored in the magnetic field per length $l$ of the magnetic material is correctly given by the power flow into the material obtained by evaluating the surface integral of the Poynting vector over the surface of the cylindrical volume of length $l$ and bounded by $r=a$.
5.45. The region $0<z<d$ is occupied by a dielectric material of uniform permittivity $\epsilon$. The electric field intensity is given by

$$
\mathbf{E}= \begin{cases}E_{0} \cos \omega t \mathbf{i}_{z} & 0<z<d \\ 0 & \text { otherwise }\end{cases}
$$

where $E_{0}$ is a constant. Assume cylindrical symmetry and show that the time rate of change of energy stored in the cylindrical volume $r<a$ of the dielectric material is correctly given by the power flow into the material obtained by evaluating the surface integral of the Poynting vector over the surface of that volume.
5.46. Medium 1, comprising the region $r<a$ in spherical coordinates, is a perfect dielectric of permittivity $\epsilon_{1}=2 \epsilon_{0}$ whereas medium 2 , comprising the region $r>a$, is a perfect dielectric of permittivity $\epsilon_{2}=4 \epsilon_{0}$. The electric field intensity in medium 1 is given by $\mathbf{E}_{1}=E_{0} \mathbf{i}_{2}$, where $E_{0}$ is a constant. Find the electric field intensity at $r=a$ in medium 2.
5.47\% Medium 1 , comprising the region $z>0$, is characterized by $\sigma_{1}=0, \epsilon_{1}=\epsilon_{0}$, and $\mu_{1}=4 \mu_{0}$ whereas medium 2 , comprising the region $z<0$, is characterized by $\sigma_{2}=0, \epsilon_{2}=\epsilon_{0}$, and $\mu_{2}=2 \mu_{0}$. All fields are spatially uniform in both media and independent of time. The magnetic flux density vector $\mathbf{B}_{1}$ in medium 1 is given by

$$
\mathbf{B}_{1}=B_{0}\left(2 \mathbf{i}_{x}+4 \mathbf{i}_{y}+5 \mathbf{i}_{z}\right) \mathrm{Wb} / \mathrm{m}^{2}
$$

where $B_{0}$ is a constant. The boundary $z=0$ between the two media carries a surface current of density $\mathbf{J}_{s}$ given by

$$
\mathbf{J}_{s}=\frac{B_{0}}{\mu_{0}}\left(\mathbf{i}_{x}-2 \mathbf{i}_{y}\right) \mathrm{amp} / \mathrm{m}
$$

Determine the magnetic flux density vector $\mathbf{B}_{2}$ in medium 2.
5.48. Two infinite, perfectly conducting plates occupy the planes $x=0$ and $x=a$. An electric field given by

$$
\mathbf{E}=E_{0} \sin \frac{\pi x}{a} \cos \frac{\pi t}{a \sqrt{\mu_{0} \epsilon_{0}}} \mathbf{i}_{z}
$$

where $E_{0}$ is a constant, exists in the medium between the plates, which is free space.
(a) Using one of Maxwell's curl equations, obtain the magnetic field associated with the given $\mathbf{E}$.
(b) Determine the surface current densities on the two plates.
5.49. The region $z<0$ is free space and the region $z>0$ is a perfect dielectric of permittivity $\epsilon=4 \epsilon_{0}$. The electric field intensities $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$ in the two media are given by

$$
\begin{array}{ll}
\mathbf{E}_{1}=\left[E_{i} \cos \omega\left(t-\sqrt{\mu_{0} \epsilon_{0}} z\right)+E_{r} \cos \omega\left(t+\sqrt{\mu_{0} \epsilon_{0}} z\right)\right] \mathbf{i}_{x} & \text { for } z<0 \\
\mathbf{E}_{2}=E_{t} \cos \omega\left(t-2 \sqrt{\mu_{0} \epsilon_{0}} z\right) \mathbf{i}_{x} & \text { for } z>0
\end{array}
$$

where $E_{i}, E_{r}$, and $E_{t}$ are constants.
(a) Find $\mathbf{H}_{1}$ and $\mathbf{H}_{2}$ associated with $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$, respectively.
(b) Find the relationships between $E_{r}$ and $E_{i}$ and between $E_{t}$ and $E_{i}$.
5.50. Show that, for time-varying fields, the boundary condition for the normal co ponent of $\mathbf{B}$ follows from the boundary condition for the tangential compone of $\mathbf{E}$, whereas the boundary condition for the normal component of $\mathbf{D}$ follo s from the boundary conditions for the tangential component of $\mathbf{H}$ and the nor al component of $\mathbf{J}$.

## 6

## APPLIED ELECTROMAGNETICS

In Chapter 2 we set our goal to learn how to interpret Maxwell's equations and the associated constitutive relations and to use them to discuss various applications. In the preceding chapters we achieved the first task, namely that of introducing and understanding Maxwell's equations,

$$
\begin{aligned}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho \\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0 \\
\boldsymbol{\nabla} \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t} \\
\boldsymbol{\nabla} \times \mathbf{H} & =\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t}
\end{aligned}
$$

and the various related concepts. We now have the basic electromagnetic theory necessary to venture into the realm of applied electromagnetic theory to which this chapter serves as an introduction. The topics of applied electromagnetic theory are varied, but perhaps the most important among them are concerned with the field basis of circuit theory and with electromagnetic waves. This is reflected in the topics covered in this chapter.

## PART I. Statics, Quasistatics, and Distributed Circuits

### 6.1 Poisson's Equation

Maxwell's equations for the static electric field are given by

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =\rho  \tag{6-1}\\
\boldsymbol{\nabla} \times \mathbf{E} & =0 \tag{6-2}
\end{align*}
$$

In view of (6-2), $\mathbf{E}$ can be expressed as the gradient of a scalar potential $V$ as we learned in Section 2.12. Thus we have

$$
\begin{equation*}
\mathbf{E}=-\nabla V \tag{6-3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{D}=\epsilon \mathbf{E}=-\epsilon \nabla V \tag{6-4}
\end{equation*}
$$

Substituting (6-4) into (6-1), we obtain

$$
\nabla \cdot \epsilon \nabla V=-\rho
$$

or

$$
\begin{equation*}
\nabla V \cdot \nabla \epsilon+\epsilon \nabla^{2} V=-\rho \tag{6-5}
\end{equation*}
$$

where $\nabla^{2} V$ is the Laplacian of $V$. Equation (6-5) is the differential equation for the electrostatic potential $V$ in a region of volume charge density $\rho$. If we assume that $\epsilon$ is a constant in the region, $\nabla \epsilon$ is equal to zero so that (6.5) reduces to

$$
\begin{equation*}
\nabla^{2} V=-\frac{\rho}{\epsilon} \tag{6-6}
\end{equation*}
$$

Equation (6-6) is known as Poisson's equation. If the medium is charge free, then $\rho=0$ and (6-6) reduces to

$$
\begin{equation*}
\nabla^{2} V=0 \tag{6-7}
\end{equation*}
$$

which is known as Laplace's equation. In this section we discuss the applications of Poisson's equation by considering two examples.

Example 6-1. Charge is distributed with uniform density $\rho_{0} \mathrm{C} / \mathrm{m}^{3}$ throughout a sphere of radius $a$ centered at the origin. It is desired to find the electrostatic potential and hence the electric field intensity both inside and outside the sphere by using Poisson's equation for $r<a$ and Laplace's equation for $r>a$.

From Poisson's and Laplace's equations, we have

$$
\nabla^{2} V=\left\{\begin{array}{cc}
-\frac{\rho_{0}}{\epsilon} & \text { for } r<a  \tag{6-8}\\
0 & \text { for } r>a
\end{array}\right.
$$

Because of the spherical symmetry of the charge distribution, the potential is a function of $r$ only. Thus all derivatives of $V$ with respect to $\theta$ and $\phi$ are
zero, so that (6-8) becomes

$$
\frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)=\left\{\begin{array}{cc}
-\frac{\rho_{0} r^{2}}{\epsilon} & \text { for } r<a  \tag{6-9}\\
0 & \text { for } r>a
\end{array}\right.
$$

Integrating both sides of (6-9) with respect to $r$ and then dividing by $r^{2}$ and integrating again with respect to $r$, we obtain

$$
V= \begin{cases}-\frac{\rho_{0} r^{2}}{6 \epsilon}-\frac{A}{r}+B & \text { for } r<a  \tag{6-10}\\ -\frac{C}{r}+D & \text { for } r>a\end{cases}
$$

where $A, B, C$, and $D$ are arbitrary constants of integration.
We now have to evaluate the arbitrary constants $A, B, C$, and $D$ by using the boundary conditions and other considerations. First, the potential can be arbitrarily set equal to zero at $r=\infty$, so that $D=0$. Second, from $\mathbf{E}=-\boldsymbol{\nabla} V$, we have

$$
\mathbf{E}= \begin{cases}\left(\frac{\rho_{0} r}{3 \epsilon}-\frac{A}{r^{2}}\right) \mathbf{i}_{r} & \text { for } r<a \\ -\frac{C}{r^{2}} \mathbf{i}_{r} & \text { for } r>a\end{cases}
$$

so that, from Gauss' law, the charge contained within a sphere of radius $r(<a)$ centered at the origin is $4 \pi r^{2} \epsilon E_{r}=4 \pi r^{2} \epsilon\left[\left(\rho_{0} r / 3 \epsilon\right)-\left(A / r^{2}\right)\right]$. For the charge distribution under consideration, this quantity must approach zero as $r \rightarrow 0$. This is possible only if $A$ is equal to zero. The solution for $V$ is thus reduced to

$$
V= \begin{cases}-\frac{\rho_{0} r^{2}}{6 \epsilon}+B & \text { for } r<a  \tag{6-11}\\ -\frac{C}{r} & \text { for } r>a\end{cases}
$$

Next, we note that, at the boundary $r=a$, the potential must be continuous in the absence of an impulse type of discontinuity in the normal component of electric field intensity (such discontinuities can exist in the presence of an electric dipole layer at the surface). Also, at $r=a, D_{r}$ must be continuous in the absence of a surface charge. Using these two boundary conditions, we have

$$
\begin{align*}
-\frac{\rho_{0} a^{2}}{6 \epsilon}+B & =-\frac{C}{a}  \tag{6-12a}\\
\epsilon \frac{\rho_{0} a}{3 \epsilon} & =-\epsilon \frac{C}{a^{2}} \tag{6-12b}
\end{align*}
$$

Solving (6-12a) and (6-12b) for $B$ and $C$ and substituting in (6-11), we obtain
the required solution for $V$ as

$$
V= \begin{cases}-\frac{\rho_{0} r^{2}}{6 \epsilon}+\frac{\rho_{0} a^{2}}{2 \epsilon} & \text { for } r<a  \tag{6-13}\\ \frac{\rho_{0} a^{3}}{3 \epsilon r} & \text { for } r>a\end{cases}
$$

The corresponding solution for $\mathbf{E}$ is

$$
\mathbf{E}= \begin{cases}\frac{\rho_{0} r}{3 \epsilon} \mathbf{i}_{r} & \text { for } r<a  \tag{6-14}\\ \frac{\rho_{0} a^{3}}{3 \epsilon r^{2}} \mathbf{i}_{r} & \text { for } r>a\end{cases}
$$

We note that this solution is in agreement with the result of Example 2-6.
In the preceding example we illustrated the method of solving for the potential for a given charge distribution, using Poisson's and Laplace's equations. However, Poisson's equation is more useful for another class of problems, in which the charge distribution is the quantity to be determined. We now consider an example of this type.

Example 6-2. A simplified model of a vacuum diode consists of two parallel conducting plates occupying the planes $x=0$ and $x=d$, between which an electric field is established by maintaining a potential difference of $V_{0}$ volts as shown in Fig. 6.1. The plate at the lower potential is called the cathode and the plate at the higher potential is called the anode. The cathode is heated so that it emits electrons into the space between the plates, to be collected by the anode and thereby establish a current flow. Let us assume for simplicity that (a) the electrons are emitted from the cathode with zero


Fig. 6.1. Simplified model of a vacuum diode.
initial velocity and (b) the number of electrons emitted from the cathode is limited not by the cathode temperature but by the space charge between the cathode and the anode. For steady current flow under these conditions, the electric field at the cathode is zero. If it were some nonzero value and directed towards the cathode, the electrons would be emitted from the cathode with some acceleration and the current would then be temperature limited but not space-charge limited. (In the actual case, the field intensity is slightly nonzero and directed towards the cathode, since no electrons would leave the cathode otherwise.) If the field intensity were some nonzero value and directed towards the anode, there would be no space charge, since the electrons could not leave the cathode. It is desired to find the potential distribution and hence the space charge distribution between the cathode and the anode.

Let $V$ be the potential at a distance $x$ from the cathode, which is considered to be at zero potential. Then the work done by the electric field in moving an electron through a distance $x$ from the cathode is equal to $|e| V$, where $e$ is the charge of the electron. This work must be equal to the kinetic energy acquired by the electron. Thus, denoting $\mathbf{v}=v(x) \mathbf{i}_{x}$ as the velocity of the electron, we have

$$
\begin{equation*}
|e| V=\frac{1}{2} m v^{2} \tag{6-15}
\end{equation*}
$$

where $m$ is the electronic mass. From (6-15), we get $v=\sqrt{2|e| V / m}$ so that

$$
\begin{equation*}
\mathbf{v}=\sqrt{\frac{2|e| V}{m}} \mathbf{i}_{x} \tag{6-16}
\end{equation*}
$$

If $\rho(x)$ is the density of the space charge constituted by the electrons, the current density $\mathbf{J}$ is given by

$$
\begin{equation*}
\mathbf{J}=\rho \mathbf{v}=\rho \sqrt{\frac{2|e|}{m}} V^{1 / 2} \mathbf{i}_{x} \tag{6-17}
\end{equation*}
$$

For steady current flow,

$$
\begin{equation*}
\mathbf{J}=J_{0} \mathbf{i}_{x} \tag{6-18}
\end{equation*}
$$

where $J_{0}$ is a constant. Comparing the right sides of $(6-17)$ and (6-18) we obtain

$$
\rho=J_{0} \sqrt{\frac{m}{2|e|}} V^{-1 / 2}
$$

From Poisson's equation, we now have

$$
\begin{equation*}
\frac{d^{2} V}{d x^{2}}=-\frac{\rho}{\epsilon_{0}}=-\left[\frac{J_{0}}{\epsilon_{0}} \sqrt{\frac{m}{2|e|}}\right] V^{-1 / 2}=k V^{-1 / 2} \tag{6-19}
\end{equation*}
$$

where $k=-\left(J_{0} / \epsilon_{0}\right) \sqrt{m / \mid 2 e} \mid$ is a constant. Equation (6-19) is the differential equation for $V$ in the region between the cathode and the anode. To solve for $V$, we multiply the left and right sides of (6-19) by $2(d V / d x) d x$ and $2 d V$,
respectively, to obtain

$$
\begin{equation*}
2 \frac{d V}{d x} d\left(\frac{d V}{d x}\right)=2 k V^{-1 / 2} d V \tag{6-20}
\end{equation*}
$$

Integrating both sides of (6-20), we get

$$
\left(\frac{d V}{d x}\right)^{2}=4 k V^{1 / 2}+A
$$

where $A$ is the constant of integration to be evaluated from the boundary condition for $d V / d x$ at the cathode. But $d V / d x$ is the negative of the electric field intensity. Since the electric field intensity as well as the potential are zero at the cathode, $A$ is equal to zero. Thus

$$
\frac{d V}{d x}=2 \sqrt{k} V^{1 / 4}
$$

or

$$
\begin{equation*}
V^{-1 / 4} d V=2 \sqrt{k} d x \tag{6-21}
\end{equation*}
$$

Integrating both sides of (6-21), we obtain

$$
\frac{4}{3} V^{3 / 4}=2 \sqrt{k} x+B
$$

where $B$ is the constant of integration. To evaluate $B$, we note that $V=0$ for $x=0$. Hence $B=0$, giving us

$$
V=\left(\frac{3}{2} \sqrt{k} x\right)^{4 / 3}
$$

Finally, from the condition that $V=V_{0}$ for $x=d$, we have

$$
V_{0}=\left(\frac{3}{2} \sqrt{k} d\right)^{4 / 3}
$$

so that

$$
\begin{equation*}
V=V_{0}\left(\frac{x}{d}\right)^{4 / 3} \tag{6-22}
\end{equation*}
$$

Equation (6-22) is the required solution for the potential between the two plates. The electric field intensity is given by

$$
\mathbf{E}=-\nabla V=-\frac{\partial V}{\partial x} \mathbf{i}_{x}=-\frac{4}{3} \frac{V_{0}}{d}\left(\frac{x}{d}\right)^{1 / 3} \mathbf{i}_{x}
$$

The space charge density is given by

$$
\rho=\epsilon_{0} \nabla \cdot \mathbf{E}=\epsilon_{0} \frac{\partial E_{x}}{\partial x}=-\frac{4}{9} \frac{\epsilon_{0} V_{0}}{d^{2}}\left(\frac{x}{d}\right)^{-2 / 3}
$$

The current density is given by

$$
\mathbf{J}=\rho \sqrt{\frac{2|e|}{m}} V^{1 / 2} \mathbf{i}_{x}=-\frac{4}{9} \epsilon_{0} \sqrt{\frac{2|e|}{m} V_{0}^{3 / 2} d^{2}} \mathbf{i}_{x}
$$

This equation is known as the Child-Langmuir law. The negative sign for $\mathbf{J}$ arises from the fact that the current flow is opposite to the direction of motion of the electrons.

### 6.2 Laplace's Equation

A very important class of problems encountered in practice are those for which the charges are confined to the surfaces of conductors. For such problems, either the charge distribution on the surfaces of the conductors, or the potentials of the conductors, or a combination of the two are specified and the problem consists of finding the potential and hence the electric field in the charge-free region bounded by the conductors. Obviously, the potential in the charge-free region satisfies Laplace's equation

$$
\begin{equation*}
\nabla^{2} V=0 \tag{6-7}
\end{equation*}
$$

assuming $\epsilon$ to be constant. Hence the solution consists of finding a potential that satisfies Laplace's equation and the specified boundary conditions. Since the right side of Laplace's equation is zero irrespective of the boundary conditions, we can obtain a general solution for the potential that satisfies a particular simplified form of Laplace's equation once and for all. The general solution consists of arbitrary constants of integration, which are evaluated by using the boundary conditions for the specific problem.

Let us consider the cartesian coordinate system. In the general case for which the potential is a function of all three coordinates $x, y$, and $z$, Laplace's equation is given by

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=0 \tag{6-23}
\end{equation*}
$$

However, if the potential is a function of only one of the coordinates, say $x$, and independent of the other two, we obtain a simplified version of Laplace's equation as

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}=\frac{d^{2} V}{d x^{2}}=0 \tag{6-24}
\end{equation*}
$$

Integrating (6-24) with respect to $x$ twice, we obtain

$$
\begin{equation*}
V=A x+B \tag{6-25}
\end{equation*}
$$

where $A$ and $B$ are the arbitrary constants of integration. Equation (6-25) is the general solution for the electrostatic potential in a charge-free region for the case in which the potential is a function of $x$ only. In other words, all problems for which the potential varies with $x$ only but having different boundary conditions must have solutions of the form given by ( $6-25$ ). Only the values of the arbitrary constants $A$ and $B$ differ from one problem to the other. Thus, having found the general solution once and for all, it is a matter of fitting the given boundary conditions to evaluate the arbitrary constants for obtaining the particular solution to the problem. Let us consider a simple example.

Example 6-3. Two parallel conducting plates occupying the planes $x=0$ and $x=d$ are kept at potentials $V=0$ and $V=V_{0}$, respectively, as shown in

Fig. 6.2. We wish to find the solution for the potential and hence for the electric field intensity between the plates and evaluate the charge densities on the plates.


Fig. 6.2. Two parallel perfectly conducting plates separated by a dielectric of permittivity $\epsilon$ and kept at potentials $V=0$ and $V=V_{0}$.

The general solution for the potential between the two plates is given by (6-25). The boundary conditions are

$$
\begin{array}{ll}
V=0 & \text { for } x=0 \\
V=V_{0} & \text { for } x=d
\end{array}
$$

Substituting these boundary conditions in (6-25), we have

$$
\begin{aligned}
0 & =A(0)+B \quad \text { or } \quad B=0 \\
V_{0} & =A(d)+B=A(d)+0 \quad \text { or } \quad A=\frac{V_{0}}{d}
\end{aligned}
$$

Thus the required solution for the potential is

$$
V=\frac{V_{0}}{d} x \quad 0<x<d
$$

The electric field intensity is given by

$$
\mathbf{E}=-\nabla V=-\frac{\partial V}{\partial x} \mathbf{i}_{x}=-\frac{V_{0}}{d} \mathbf{i}_{x} \quad 0<x<d
$$

The field is shown sketched in Fig. 6.2. The surface charge densities on the two plates are given by

$$
\begin{aligned}
& {\left[\rho_{s}\right]_{x=0}=[\mathbf{D}]_{x=0} \cdot \mathbf{i}_{x}=-\frac{\epsilon V_{0}}{d} \mathbf{i}_{x} \cdot \mathbf{i}_{x}=-\frac{\epsilon V_{0}}{d}} \\
& {\left[\rho_{s}\right]_{x=d}=[\mathbf{D}]_{x=d} \cdot\left(-\mathbf{i}_{x}\right)=\left(-\frac{\epsilon V_{0}}{d} \mathbf{i}_{x}\right) \cdot\left(-\mathbf{i}_{x}\right)=\frac{\epsilon V_{0}}{d}}
\end{aligned}
$$

Example 6-4. Let the region between the two plates in Example 6-3 consist of two dielectric media having permittivities $\epsilon_{1}$ for $0<x<t$ and $\epsilon_{2}$ for $t<x<d$ as shown in Fig. 6.3. It is desired to find the solutions for the potentials in the two regions $0<x<t$ and $t<x<d$.

Since the permittivities of the two regions are different, the solutions for the potentials in the two regions must be different although having the same general form as given by ( $6-25$ ). We therefore choose different arbitrary constants for the two different regions. Thus the general solutions for the


Fig. 6.3. Two parallel perfectly conducting plates separated by two dielectric media of permittivities $\epsilon_{1}$ and $\epsilon_{2}$ and kept at potentials $V=0$ and $V=V_{0}$.
potentials in the two regions are

$$
\begin{array}{ll}
V_{1}=A_{1} x+B_{1} & 0<x<t \\
V_{2}=A_{2} x+B_{2} & t<x<d \tag{6-26b}
\end{array}
$$

The boundary conditions specified in the problem are

$$
\begin{array}{ll}
V_{1}=0 & \text { for } x=0 \\
V_{2}=V_{0} & \text { for } x=d \tag{6-27b}
\end{array}
$$

However, we have four arbitrary constants $A_{1}, B_{1}, A_{2}$, and $B_{2}$ to be determined. Hence we need two more boundary conditions. Obviously, we turn our attention to the boundary $x=t$ between the two dielectrics for these two conditions, which are

$$
\begin{equation*}
V_{1}=V_{2} \quad \text { for } x=t \tag{6-27c}
\end{equation*}
$$

and

$$
D_{x_{1}}=D_{x_{2}}
$$

or

$$
\begin{equation*}
\epsilon_{1} \frac{\partial V_{1}}{\partial x}=\epsilon_{2} \frac{\partial V_{2}}{\partial x} \quad \text { for } x=t \tag{6-27d}
\end{equation*}
$$

Substituting the four boundary conditions (6-27a)-(6-27d) into (6-26a) and (6-26b), we obtain

$$
\begin{aligned}
0 & =A_{1}(0)+B_{1} \\
V_{0} & =A_{2}(d)+B_{2} \\
A_{1}(t)+B_{1} & =A_{2}(t)+B_{2} \\
\epsilon_{1} A_{1} & =\epsilon_{2} A_{2}
\end{aligned}
$$

Solving these four equations for the four arbitrary constants and substituting the resulting values in (6-26a) and ( $6-26 \mathrm{~b}$ ), we find the required solutions for $V_{1}$ and $V_{2}$ as

$$
\begin{array}{ll}
V_{1}=\frac{\epsilon_{2} x}{\epsilon_{2} t+\epsilon_{1}(d-t)} V_{0} & 0<x<t \\
V_{2}=\frac{\epsilon_{2} t+\epsilon_{1}(x-t)}{\epsilon_{2} t+\epsilon_{1}(d-t)} V_{0} & t<x<d
\end{array}
$$

The potential at the interface $x=t$ is

$$
\frac{\epsilon_{2} t}{\epsilon_{2} t+\epsilon_{1}(d-t)} V_{0}
$$

Thus far we have considered the one-dimensional case for which the potential is a function of $x$ only. The one-dimensional problems for which the potentials are a function of $y$ only and $z$ only are not any different fron the case considered, since the differential equations for $V$ are the same as (6-24) except that $x$ is replaced by $y$ or $z$. Thus there is only one one-dimensional problem in the cartesian coordinate system although there are three coordinates. Considering the three commonly used coordinate systems, that is, cartesian, cylindrical, and spherical coordinate systems and arguing in this manner, we note that there are only five different one-dimensional problems in all although there are nine coordinates. There is not much to be gained by considering in detail the remaining four one-dimensional problems. Hence we simply list in Table 6.1 the general solutions for each case, a particular set of boundary conditions and the corresponding particular solution. It is left as an exercise (Problem 6.3) for the student to verify these.

TABLE 6.1. General Solutions for One-Dimensional Laplace's Equations and Particular Solutions for Particular Sets of Boundary Conditions

| Coordinate with Which $V$ Varies | General Solution | Boundary Conditions | Particular Solution |
| :---: | :---: | :---: | :---: |
| $x$ | $A x+B$ | $\begin{aligned} & V=0, \quad x=0 \\ & V=V_{0}, x=d \end{aligned}$ | $\frac{V_{0}}{d x}$ |
| $r$ (cylindrical) | $A \ln r+B$ | $\begin{array}{ll} V=0, & r=a \\ V=V_{0}, r & r=b \end{array}$ | $\frac{V_{0}}{\ln b / a} \ln \frac{r}{a}$ |
| $\phi$ | $A \phi+B$ | $\begin{aligned} & V=0, \quad \phi=0 \\ & V=V_{0}, \phi=\alpha \end{aligned}$ | $\frac{V_{0}}{\alpha} \phi$ |
| $r$ (spherical) | $\frac{A}{r}+B$ | $\begin{array}{ll} V=0, \quad r=a \\ V=V_{0}, r=b \end{array}$ | $\frac{V_{0}}{(1 / b)-}\left(\frac{1}{r}-\frac{1}{a}\right)$ |
| $\theta$ | $A \ln \left(\tan \frac{\theta}{2}\right)+B$ | $\begin{array}{ll} V=0, & \theta=\alpha \\ V=V_{0}, & \theta=\beta \end{array}$ | $V_{0} \frac{\ln [(\tan \theta / 2) /(\tan \alpha / 2)]}{\ln [(\tan \beta / 2) /(\tan \alpha / 2)]}$ |

Before we take up the discussion of Laplace's equation in two dimensions, we consider briefly the use of analogy in solving magnetic field problems involving permanent magnetization. From Maxwell's curl equation for the static magnetic field, we have, for a region free of true currents, that is, for $\mathbf{J}=0$,

$$
\boldsymbol{\nabla} \times \mathbf{H}=0
$$

We can then express $\mathbf{H}$ as the gradient of a scalar magnetic potential $V_{m}$,
that is,

$$
\begin{equation*}
\mathbf{H}=-\nabla V_{m} \tag{6-28}
\end{equation*}
$$

Substituting $\mathbf{B}=\mu_{0}(\mathbf{H}+\mathbf{M})$ in Maxwell's divergence equation for $\mathbf{B}$, we have

$$
\boldsymbol{\nabla} \cdot \mathbf{B}=\boldsymbol{\nabla} \cdot \mu_{0}(\mathbf{H}+\mathbf{M})=0
$$

or

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{H}=-\boldsymbol{\nabla} \cdot \mathbf{M} \tag{6-29}
\end{equation*}
$$

Substituting (6-28) into (6-29), we obtain

$$
\begin{equation*}
\nabla^{2} V_{m}=\boldsymbol{\nabla} \cdot \mathbf{M} \tag{6-30}
\end{equation*}
$$

Comparing (6-28) and (6-30) with (6-3) and (6-6), respectively, we observe the following analogy:

$$
\begin{gather*}
\mathbf{H} \leftrightarrow \mathbf{E}  \tag{6-31a}\\
V_{m} \longleftrightarrow V  \tag{6-31b}\\
\boldsymbol{\nabla} \cdot \mathbf{M} \longleftrightarrow-\frac{\rho}{\epsilon} \tag{6-31c}
\end{gather*}
$$

If $\mathbf{M}$ is discontinuous at a boundary, then $\boldsymbol{\nabla} \cdot \mathbf{M}$ results in an impulse function. To find the appropriate analogy, we consider a rectangular box of infinitesimal volume $\Delta v$ and enclosing a portion of the boundary at which $\mathbf{M}$ is discontinuous as shown in Fig. 6.4. Then we have

$$
\int_{\Delta v} \boldsymbol{\nabla} \cdot \mathbf{M} d v \longleftrightarrow-\int_{\Delta v} \frac{\rho}{\epsilon} d v
$$

Fig. 6.4. For showing that a discontinuity in $\mathbf{M}$ at a boundary is analogous to a surface charge density.


From the divergence theorem, $\int_{\Delta v} \boldsymbol{\nabla} \cdot \mathbf{M} d v$ is equal to $\oint_{S} \mathbf{M} \cdot \mathbf{i}_{n} d S$, where $S$ is the surface area of the box. Now, if we let the box shrink to the boundary, this integral becomes $\left(\mathbf{M}_{2}-\mathbf{M}_{1}\right) \cdot \mathbf{i}_{n} \Delta S$ whereas $\int_{\Delta v}(\rho / \epsilon) d v$ becomes $\left(\rho_{s} / \epsilon\right) \Delta S$, where $\Delta S$ is the surface area on the boundary to which the box shrinks and $\rho_{s}$ is the surface charge density. Thus we have

$$
\left(\mathbf{M}_{2}-\mathbf{M}_{1}\right) \cdot \mathbf{i}_{n} \Delta S \longleftrightarrow-\frac{\rho_{s}}{\epsilon}-\Delta S
$$

or

$$
\begin{equation*}
\left(\mathbf{M}_{2}-\mathbf{M}_{1}\right) \cdot \mathbf{i}_{n} \longleftrightarrow-\frac{\rho_{s}}{\epsilon} \tag{6-31d}
\end{equation*}
$$

Making use of the analogy indicated by (6-31a)-(6-31d), we can solve magnetostatic problems involving permanent magnetization. Let us consider an example.

Example 6-5. The region $0<x<d$ is occupied by a medium characterized by the magnetization vector $\mathbf{M}=M_{0} \mathbf{i}_{x}$, where $M_{0}$ is a constant, as shown in Fig. 6.5(a). It is desired to find $\mathbf{H}$ and $\mathbf{B}$ both inside and outside the region $0<x<d$.


Fig. 6.5. (a) A medium characterized by magnetization vector $\mathbf{M}=M_{0} \mathbf{i}_{x}$. (b) Electrostatic analog of (a).

Since there are no true currents associated with the medium, we can use the analogy developed above. For the given $\mathbf{M}, \boldsymbol{\nabla} \cdot \mathbf{M}=0$ so that the analogous volume charge density is zero. However,

$$
\left(\mathbf{M}_{2}-\mathbf{M}_{1}\right) \cdot \mathbf{i}_{n}= \begin{cases}\left(0-M_{0} \mathbf{i}_{x}\right) \cdot\left(-\mathbf{i}_{x}\right)=M_{0} & \text { for } x=0 \\ \left(0-M_{0} \mathbf{i}_{x}\right) \cdot \mathbf{i}_{x}=-M_{0} & \text { for } x=d\end{cases}
$$

The analogous surface charge density is therefore given by

$$
\rho_{s}= \begin{cases}-\epsilon M_{0} & \text { for } x=0 \\ \epsilon M_{0} & \text { for } x=\cdot d\end{cases}
$$

From the solution to Example 6-3, the electrostatic potential and the electric field intensity for this surface charge distribution are

$$
\begin{aligned}
& V=M_{0} x \\
& \mathbf{E}= \begin{cases}-M_{0} \mathbf{i}_{x} & 0<x<d \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

The surface charge distribution and the electric field lines are shown in Fig. 6.5(b). Now, from (6-31a), the required magnetic field intensity is given by

$$
\mathbf{H}= \begin{cases}-M_{0} \mathbf{i}_{x} & 0<x<d \\ 0 & \text { otherwise }\end{cases}
$$

The corresponding magnetic flux density is

$$
\begin{aligned}
\mathbf{B}=\mu_{0}(\mathbf{H}+\mathbf{M}) & = \begin{cases}\mu_{0}\left(-M_{0} \mathbf{i}_{x}+M_{0} \mathbf{i}_{x}\right) & 0<x<d \\
\mu_{0}(0+0) & \text { otherwise }\end{cases} \\
& =0
\end{aligned}
$$

These are shown in Fig. 6.5(a).
We now consider the solution of Laplace's equation in two dimensions. If the potential is a function of the two coordinates $x$ and $y$ and independent of $z$, then it satisfies the equation

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}=0 \tag{6-32}
\end{equation*}
$$

Equation (6-32) is a partial differential equation in two dimensions $x$ and $y$. The technique by means of which it is solved is known as the "separation of variables" technique. It consists of assuming that the solution for the potential is the product of two functions, one of which is a function of $x$ only and the second, a function of $y$ only. Denoting these functions to be $X$ and $Y$, respectively, we have

$$
\begin{equation*}
V(x, y)=X(x) Y(y) \tag{6-33}
\end{equation*}
$$

Substituting this assumed solution into the differential equation, we obtain

$$
\begin{equation*}
Y \frac{d^{2} X}{d x^{2}}+X \frac{d^{2} Y}{d y^{2}}=0 \tag{6-34}
\end{equation*}
$$

Dividing both sides of (6-34) by $X Y$ and rearranging, we get

$$
\begin{equation*}
\frac{1}{X} \frac{d^{2} X}{d x^{2}}=-\frac{1}{Y} \frac{d^{2} Y}{d y^{2}} \tag{6-35}
\end{equation*}
$$

The left side of (6-35) involves $x$ only whereas the right side involves $y$ only. Thus Eq. (6-35) states that a function of $x$ only is equal to a function of $y$ only. A function of $x$ only other than a constant cannot be equal to a function of $y$ only other than the same constant for all values of $x$ and $y$. For example, $2 x$ is equal to $4 y$ for only those pairs of values of $x$ and $y$ for which $x=2 y$. But we are seeking a solution which is good for all pairs of $x$ and $y$. Thus the only solution which satisfies $(6-35)$ is that each side of $(6-35)$ must be equal to a constant. Denoting this constant as $\alpha^{2}$, we have

$$
\begin{equation*}
\frac{d^{2} X}{d x^{2}}=\alpha^{2} X \tag{6-36a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2} Y}{d y^{2}}=-\alpha^{2} Y \tag{6-36b}
\end{equation*}
$$

Note that we have obtained two ordinary differential equations involving the separate independent variables $x$ and $y$, respectively, starting with the partial differential equation involving both of the variables $x$ and $y$. It is for this reason that the method is known as the separation of variables technique. The constant $\alpha^{2}$ is known as the separation constant.

For a nonzero $\alpha^{2}$, the solutions for Eq. (6-36a) must be functions of $x_{x}$ which when differentiated twice result in the same functions multiplied by $\alpha \alpha^{2}$. The functions that satisfy this property are the exponential functions $e^{\alpha^{\alpha x}}$ and $e^{-\alpha x}$. Since (6-36a) is a linear differential equation, the general solution consists of a superposition of the two solutions multiplied by arbitrary constants. For $\alpha^{2}=0$, the solution for (6-36a) can be obtained by integrating it twice. Thus

$$
X(x)= \begin{cases}A e^{\alpha x}+B e^{-\alpha x} & \text { for } \alpha \neq 0  \tag{6-37a}\\ A_{0} x+B_{0} & \text { for } \alpha=0\end{cases}
$$

where $A, B, A_{0}$, and $B_{0}$ are the arbitrary constants. Similarly, for $\alpha^{2} \neq 0$, the solutions for Eq. (6-36b) must be functions of $y$ which when differentiated twice result in the same functions multiplied by $-\alpha^{2}$. The functions that satisfy this property are $\cos \alpha y$ and $\sin \alpha y$. Again, since ( $6-36 \mathrm{~b}$ ) is a linear differential equation, the general solution consists of a superposition of the two solutions multiplied by arbitrary constants. For $\alpha^{2}=0$, the solution for ( $6-36 b$ ) can be obtained by integrating it twice. Thus

$$
Y(y)= \begin{cases}C \cos \alpha y+D \sin \alpha y & \text { for } \alpha \neq 0  \tag{6-3.7b}\\ C_{0} y+D_{0} & \text { for } \alpha=0\end{cases}
$$

where $C, D, C_{0}$, and $D_{0}$ are the arbitrary constants. Substituting (6-37a) and (6-37b) into (6-33), we obtain the required solution for (6-32) as

$$
V(x, y)= \begin{cases}\left(A e^{\alpha x}+B e^{-\alpha x}\right)(C \cos \alpha y+D \sin \alpha y) & \text { for } \alpha \neq 0  \tag{6-38}\\ \left(A_{0} x+B_{0}\right)\left(C_{0} y+D_{0}\right) & \text { for } \alpha=0\end{cases}
$$

We now consider an example of the application of (6-38).
EXample 6-6. Let us consider the idealized problem of an infinitely long rectangular slot cut in a semiinfinite plane conducting slab held at zero potential as shown in Fig. 6.6. With reference to the coordinate system shown in the figure, assume that a potential distribution given by $V=V_{0} \sin (\pi y / b)$, where $V_{0}$ is a constant, is created at the mouth $x=a$ of the slot by the application of a potential to an appropriately shaped conductor away from the mouth of the slot not shown in the figure. It is desired to find the potential distribution in the slot.

The problem is two dimensional in $x$ and $y$ and hence the general solution


Fig. 6.6. An infinitely long rectangular slot cut in a semiinfinite plane conducting slab at zero potential. The potential at the mouth of the slot is $V_{0} \sin (\pi y / b)$ volts.
for $V$ is given by ( $6-38$ ). The boundary conditions are

$$
\begin{array}{ll}
V=0 & y=0,0<x<a \\
V=0 & y=b, 0<x<a \\
V=0 & x=0,0<y<b \\
V=V_{0} \sin \frac{\pi y}{b} & x=a, 0<y<b \tag{6-39~d}
\end{array}
$$

The solution corresponding to $\alpha=0$ does not fit the boundary conditions since $V$ is required to be zero for two values of $y$ and in the range $0<x<a$. Hence we can ignore that solution and consider only the solution for $\alpha \neq 0$. Applying the boundary condition (6-39a), we have

$$
0=\left(A e^{\alpha x}+B e^{-\alpha x}\right)(C) \quad \text { for } 0<x<a
$$

The only way of satisfying this equation for a range of values of $x$ is by setting $C=0$. Next, applying the boundary condition (6-39c), we have

$$
0=(A+B) D \sin \alpha y \quad \text { for } 0<y<b
$$

This requires that $(A+B) D=0$, which can be satisfied by either $D=0$ or $A+B=0$. However, $D=0$ results in a trivial solution of zero for the potential. Hence we set

$$
A+B=0 \quad \text { or } \quad B=-A
$$

Thus the solution for $V$ reduces to

$$
\begin{align*}
V(x, y) & =\left(A e^{\alpha x}-A e^{-\alpha x}\right) D \sin \alpha y \\
& =A^{\prime} \sinh \alpha x \sin \alpha y \tag{6-40}
\end{align*}
$$

where $A^{\prime}=2 A D$. Next, applying boundary condition (6-39b) to (6-40), we have

$$
0=A^{\prime} \sinh \alpha x \sin \alpha b \quad \text { for } 0<x<a
$$

To satisfy this equation without obtaining a trivial solution of zero for the potential, we set

$$
\sin \alpha b=0
$$

or

$$
\begin{align*}
\alpha b & =n \pi & n=1,2,3, \ldots \\
\alpha & =\frac{n \pi}{b} & n=1,2,3, \ldots \tag{6-41}
\end{align*}
$$

Since several values of $\alpha$ given by (6-41) satisfy the boundary condition, several solutions are possible for the potential. To take this fact into account, we write the solution as the superposition of all these solutions multiplied by different arbitrary constants. In this manner we obtain

$$
\begin{equation*}
V(x, y)=\sum_{n=1,2,3, \ldots}^{\infty} A_{n}^{\prime} \sinh \frac{n \pi x}{b} \sin \frac{n \pi y}{b} \quad \text { for } 0<y<b \tag{6-42}
\end{equation*}
$$

Finally, applying the boundary condition (6-39d) to (6-42), we get

$$
\begin{equation*}
V_{0} \sin \frac{\pi y}{b}=\sum_{n=1,2,3, \ldots}^{\infty} A_{n}^{\prime} \sinh \frac{n \pi a}{b} \sin \frac{n \pi y}{b} \quad \text { for } 0<y<b \tag{6-43}
\end{equation*}
$$

On the right side of (6-43), we have an infinite series of sine terms in $y$ whereas on its left side, we have only one sine term in $y$. Equating the coefficients of the sine terms having the same arguments, we obtain

$$
A_{n}^{\prime} \sinh \frac{n \pi a}{b}= \begin{cases}V_{0} & \text { for } n=1 \\ 0 & \text { for } n \neq 1\end{cases}
$$

or

$$
\begin{aligned}
& A_{1}^{\prime}=\frac{V_{0}}{\sinh (\pi a / b)} \\
& A_{n}^{\prime}=0 \quad \text { for } n \neq 1
\end{aligned}
$$

Substituting this result in (6-42), we obtain the required solution for $V$ as

$$
\begin{equation*}
V(x, y)=V_{0} \frac{\sinh (\pi x / b)}{\sinh (\pi a / b)} \sin \frac{\pi y}{b} \tag{6-44}
\end{equation*}
$$

Having found the solution, it is always worthwhile to check if it satisfies Laplace's equation and the given boundary conditions to make sure that no error was made in obtaining the solution. The above solution does satisfy these two criteria.

If the solution, irrespective of how it is obtained, satisfies Laplace's equation and the specified boundary conditions, it is the solution according to the uniqueness theorem. To prove this theorem, let us assume to the contrary that two solutions $V_{1}$ and $V_{2}$ are possible for the same problem.

Then each of these must satisfy Laplace's equation so that

$$
\begin{align*}
& \nabla^{2} V_{1}=0  \tag{6-45a}\\
& \nabla^{2} V_{2}=0 \tag{6-45b}
\end{align*}
$$

The difference $V_{d}=V_{1}-V_{2}$ must also satisfy Laplace's equation. Thus

$$
\begin{equation*}
\nabla^{2} V_{d}=\nabla^{2}\left(V_{1}-V_{2}\right)=\nabla^{2} V_{1}-\nabla^{2} V_{2}=0 \tag{6-46}
\end{equation*}
$$

Also, both $V_{1}$ and $V_{2}$ must satisfy the same boundary conditions, so that

$$
\begin{equation*}
\left[V_{d}\right]_{s}=\left[V_{1}-V_{2}\right]_{s}=\left[V_{1}\right]_{s}-\left[V_{2}\right]_{s}=0 \tag{6-47}
\end{equation*}
$$

where $S$ represents the boundary surface. Now, using the vector identity

$$
\boldsymbol{\nabla} \cdot(V \mathbf{A})=V \boldsymbol{\nabla} \cdot \mathbf{A}+\nabla V \cdot \mathbf{A}
$$

we have

$$
\begin{equation*}
\nabla \cdot\left(V_{d} \nabla V_{d}\right)=V_{d} \nabla^{2} V_{d}+\left|\nabla V_{d}\right|^{2} \tag{6-48}
\end{equation*}
$$

Integrating both sides of $(6-48)$ throughout the volume enclosed by the boundary $S$, we have

$$
\begin{equation*}
\int_{\mathrm{vol}}\left(\boldsymbol{\nabla} \cdot V_{d} \nabla V_{d}\right) d v=\int_{\mathrm{vol}}\left(V_{d} \nabla^{2} V_{d}\right) d v+\int_{\mathrm{vol}}\left|\nabla V_{d}\right|^{2} d v \tag{6-49}
\end{equation*}
$$

However, from the divergence theorem and from (6-47),

$$
\int_{\mathrm{vol}}\left(\boldsymbol{\nabla} \cdot V_{d} \boldsymbol{\nabla} V_{d}\right) d v=\oint_{S}\left(V_{d} \nabla V_{d}\right) \cdot d \mathbf{S}=0
$$

Also, noting that $\nabla^{2} V_{d}=0$ in accordance with (6-46), Eq. (6-49) reduces to

$$
\begin{equation*}
\int_{\text {vol }}\left|\nabla V_{d}\right|^{2} d v=0 \tag{6-50}
\end{equation*}
$$

Since $\left|\nabla V_{d}\right|^{2}$ is positive everywhere, the only way that (6-50) can be satisfied is if $\left|\nabla V_{d}\right|^{2}$ is equal to zero throughout the volume of interest. Thus

$$
\nabla V_{d}=0
$$

or

$$
\begin{equation*}
V_{d}=V_{1}-V_{2}=\text { constant } \tag{6-51}
\end{equation*}
$$

However, $V_{d}$ is equal to zero on the boundaries and hence the constant on the right side of (6-51) must be zero, giving us $V_{1}=V_{2}$ throughout the volume of interest and thereby proving the uniqueness theorem.

Example 6-7. The rectangular slot of Fig. 6.6 is covered at the mouth $x=a$ by a conducting plate which is kept at a potential $V=V_{0}$, a constant, making sure that the edges touching the corners of the slot are insulated as shown by the cross-sectional view in Fig. 6.7(a). We wish to find the potential in the slot for this new boundary condition.

Since the boundary conditions (6-39a)-(6-39c) remain the same, all we have to do to find the required solution for the potential is to substitute


Fig. 6.7. (a) Cross section of an infinitely long rectangular slot cut in a semiinfinite plane conducting slab held at zero potential and covered at the mouth by a conducting plate held at a potential of $V_{0}$ volts. (b) Choice of potential to create an odd periodic function of period $2 b$ in $y$ for $[V]_{x=a}$.
the new boundary condition

$$
V=V_{0} \quad x=a, 0<y<b
$$

in (6-42) and evaluate the coefficients $A_{n}^{\prime}$. Thus we have

$$
\begin{equation*}
V_{0}=\sum_{n=1,2,3, \ldots}^{\infty} A_{n}^{\prime} \sinh \frac{n \pi a}{b} \sin \frac{n \pi y}{b} \quad \text { for } 0<y<b \tag{6-52}
\end{equation*}
$$

We have an infinite series of sine terms in $y$ having periods $2 b / n$ on the right side of ( $6-52$ ) whereas the left side of (6-52) is a constant. Thus we cannot hope to obtain $A_{n}^{\prime}$ simply by comparing the coefficients of the sine terms having like arguments. If we do so, we get the ridiculous answer of $V_{0}=0$ and all $A_{n}^{\prime}=0$ since there is no constant term on the right side and there are no sine terms on the left side. The correct way of evaluating $A_{n}^{\prime}$ is to make use of the so-called orthogonality property of sine functions, which reads

$$
\int_{y=0}^{p} \sin \frac{m \pi y}{p} \sin \frac{n \pi y}{p} d y= \begin{cases}0 & m \neq n \\ \frac{p}{2} & m=n\end{cases}
$$

where $m$ and $n$ are integers. Multiplying both sides of (6-52) by $\sin (m \pi y / b) d y$ and integrating between the limits 0 and $b$, we have

$$
\begin{equation*}
\int_{y=0}^{b} V_{0} \sin \frac{m \pi y}{b} d y=\int_{y=0}^{b} \sum_{n=1,2,3, \ldots}^{\infty} A_{n}^{\prime} \sinh \frac{n \pi a}{b} \sin \frac{n \pi y}{b} \sin \frac{m \pi y}{b} d y \tag{6-53}
\end{equation*}
$$

The integration and summation on the right side of (6-53) can be inter-
changed, giving us

$$
\int_{y=0}^{b} V_{0} \sin \frac{m \pi y}{b} d y=\sum_{n=1,2,3, \ldots}^{\infty} A_{n}^{\prime} \sinh \frac{n \pi a}{b} \int_{y=0}^{b} \sin \frac{m \pi y}{b} \sin \frac{n \pi y}{b} d y
$$

or

$$
\frac{V_{0} b}{m \pi}(1-\cos m \pi)=\left(A_{m}^{\prime} \sinh \frac{m \pi a}{b}\right) \frac{b}{2}
$$

or

$$
A_{m}^{\prime}= \begin{cases}\frac{4 V_{0}}{m \pi} \frac{1}{\sinh (m \pi a / b)} & \text { for } m \text { odd }  \tag{6-54}\\ 0 & \text { for } m \text { even }\end{cases}
$$

Substituting this result in (6-42), we obtain the required solution for the potential inside the slot as

$$
\begin{equation*}
V=\sum_{n=1,3,5, \ldots}^{\infty} \frac{4 V_{0}}{n \pi} \frac{\sinh (n \pi x / b)}{\sinh (n \pi a / b)} \sin \frac{n \pi y}{b} \tag{6-55}
\end{equation*}
$$

The above procedure for evaluating the constants $A_{n}^{\prime}$ can also be appreciated by recognizing that the right side of $(6-52)$ is the Fourier series for an odd periodic function in $y$ having the period $2 b$. We must then have an odd periodic function of period $2 b$ on the left side of (6-52). To achieve this, we note that, since the solution is for inside the slot only, it is sufficient if we satisfy the boundary condition for $[V]_{x=a}$ for the range $0<y<b$. We are therefore at liberty to choose $[V]_{x=a}$ for the remainder of $y$ so that an odd periodic function of period $2 b$ is obtained. Obviously, the choice must be as shown in Fig. 6.7(b). The evaluation of $A_{n}^{\prime}$ then consists of finding the coefficients of the Fourier series for this function and comparing these with the coefficients of the series on the right side of (6-52). The steps leading from ( $6-53$ ) to ( $6-54$ ) are essentially equivalent to this procedure.

Another class of problems for which Laplace's equation is applicable is those involving the determination of steady current in a conducting slab under the application of potential difference between different surfaces of the slab. For the steady-current condition we have

$$
\boldsymbol{\nabla} \cdot \mathbf{J}_{c}=0
$$

where $\mathbf{J}_{c}$ is the current density. Replacing $\mathbf{J}_{c}$ by $\sigma \mathbf{E}$, where $\sigma$ is the conductivity of the slab, we have

$$
\boldsymbol{\nabla} \cdot \sigma \mathbf{E}=0
$$

Substituting for $\mathbf{E}$ in terms of $V$, we get

$$
\begin{equation*}
-\nabla \cdot \sigma \nabla V=0 \tag{6-56}
\end{equation*}
$$

If $\sigma$ is constant, Eq. (6-56) reduces to

$$
\nabla^{2} V=0
$$

Thus the potential associated with the steady current flow satisfies Laplace's equation. Hence the solution for this potential can be obtained in exactly the same manner as for the charged conductor problems. In fact, the solution for the potential for a particular steady-current problem can be written down by inspection if the solution for the potential for an analogous charged conductor problem is already known and vice versa. Having found the solution for the potential, the current density can be found by using

$$
\begin{equation*}
\mathbf{J}_{c}=\sigma \mathbf{E}=-\sigma \boldsymbol{\nabla} V \tag{6-57}
\end{equation*}
$$

Example 6-8. A thin rectangular slab of uniform conductivity $\sigma_{0} \mathrm{mhos} / \mathrm{m}$ has its edges coated with.perfectly conducting material. One of the edges is kept af a potential $V_{0}$ relative to the other three by appropriate placement of insulators as shown in Fig. 6.8(a). It is desired to find the steady-current distribution in the conductor.


Fig. 6.8. (a) A rectangular slab of conductivity $\sigma_{0}$ with one of its edges kept at a potential $V_{0}$ relative to the other three. (b) Equipotentials and direction lines of current density for the conducting slab for the case $b / a=1$.

The problem is exactly analogous to the rectangular slot problem of Example 6-7. Hence, from the solution for the potential found in that problem and given by (6-55), we obtain the required current density as

$$
\begin{aligned}
& \mathbf{J}_{c}=-\sigma_{0} \nabla\left(\sum_{n=1,3,5, \ldots}^{\infty} \frac{4 V_{0} \sinh (n \pi x / b)}{n \pi \sinh (n \pi a / b)} \sin \frac{n \pi y}{b}\right) \\
&=-\frac{4 V_{0} \sigma_{0}}{b} \sum_{n=1,3,5, \ldots}^{\infty} \frac{1}{\sinh (n \pi a / b)}( \left(\cosh \frac{n \pi x}{b} \sin \frac{n \pi y}{b} \mathbf{i}_{x}\right. \\
&\left.+\sinh \frac{n \pi x}{b} \cos \frac{n \pi y}{b} \mathbf{i}_{y}\right)
\end{aligned}
$$

The approximate shapes of the equipotentials and the direction lines of $\mathbf{J}_{c}$ are sketched in Fig. $6.8(\mathrm{~b})$ for $b=a$, that is, for a square conducting slab.

We have illustrated the solution of the two-dimensional Laplace's equation in the cartesian coordinates $x$ and $y$ and its applications. The technique of solution in the other coordinate systems or even in three dimensions is the same, that is, the separation of variables technique except that we get some complicated functions in certain cases. Hence, instead of pursuing this topic further, we will discuss a numerical method of solving Laplace's equation which is well suited for adaptation to a digital computer. To illustrate the principle behind the method, let us pose the following problem: Supposing we know the potentials $V_{1}, V_{2}, \ldots, V_{6}$ at six points which are equidistant from a point $P(0,0,0)$ and lying on mutually perpendicular axes (which we call $x, y$, and $z$ ) passing through $P$ as shown in Fig. 6.9, how do we


Fig. 6.9. For showing that the potential at a point $P$ is approximately equal to the average of the potentials at six points equidistant from $P$ and lying along mutually perpendicular axes through $P$.
evaluate approximately the potential at the point $P$ consistent with Laplace's equation? To answer this question, we recognize that

$$
\begin{equation*}
\left[\nabla^{2} V\right]_{P}=\left[\nabla^{2} V\right]_{(0,0,0)}=\left[\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}\right]_{(0,0,0)}=0 \tag{6-58}
\end{equation*}
$$

However,

$$
\begin{align*}
{\left[\frac{\partial^{2} V}{\partial x^{2}}\right]_{(0,0,0)} } & \approx \frac{1}{a}\left\{\left[\frac{\partial V}{\partial x}\right]_{(a / 2,0,0)}-\left[\frac{\partial V}{\partial x}\right]_{(-a / 2,0,0)}\right\} \\
& \approx \frac{1}{a}\left\{\frac{[V]_{(a, 0,0)}-[V]_{(0,0,0)}}{a}-\frac{[V]_{(0,0,0)}-[V]_{(-a, 0,0)}}{a}\right\}  \tag{6-59a}\\
& =\frac{1}{a^{2}}\left(V_{1}-V_{0}-V_{0}+V_{2}\right) \\
& =\frac{1}{a^{2}}\left(V_{1}+V_{2}-2 V_{0}\right)
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\left[\frac{\partial^{2} V}{\partial y^{2}}\right]_{(0,0,0)} \approx \frac{1}{a^{2}}\left(V_{3}+V_{4}-2 V_{0}\right) \tag{6-59b}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\frac{\partial^{2} V}{\partial z^{2}}\right]_{(0,0,0)} \approx \frac{1}{a^{2}}\left(V_{5}+V_{6}-2 V_{0}\right) \tag{6-59c}
\end{equation*}
$$

Substituting (6-59a)-(6-59c) into (6-58) and rearranging, we have

$$
\begin{equation*}
V_{0} \approx \frac{1}{6}\left(V_{1}+V_{2}+V_{3}+V_{4}+V_{5}+V_{6}\right) \tag{6-60}
\end{equation*}
$$

Thus the potential at $P$ is approximately equal to the average of the potentials at the six equidistant points lying along mutually perpendicular axes through $P$. The result becomes more and more accurate as the spacing $a$ becomes less and less. If the potential is a function of two dimensions $x$ and $y$ only, we then have $V_{s}=V_{6}=V_{0}$ and (6-60) reduces to

$$
\begin{equation*}
V_{0} \approx \frac{1}{4}\left(V_{1}+V_{2}+V_{3}+V_{4}\right) \tag{6-61}
\end{equation*}
$$

To illustrate the application of (6-61), we now consider an example.
Example 6-9. Two sides of an infinitely long box having a right-angled equilateral triangular cross section are kept at zero potential whereas the third side is kept at a potential of 100 volts as shown in Fig. 6.10. The region inside the box is charge free. It is divided into squares and right-angled equilateral triangles as shown in the figure. It is desired to find the potentials at the points $a, b$, and $c$ using (6-61).

The solution consists of finding a set of values for the potentials at $a, b$, and $c$ which, together with the potentials at points on the boundaries, are consistent with (6-61). By averaging the potentials at $d, f, h$, and $j$ which are equidistant from $a$ and lie on mutually perpendicular lines passing through it, we find an initial value of $\frac{1}{4}(0+0+0+100)$ or 25 volts for the potential at $a$. Using this value and the potentials at $d, i$, and $j$, we then find the potential at $b$ to be $\frac{1}{4}(25+0+100+100)$ or 56.25 . However, we round off all numbers to the nearest tenth of a volt. In rounding off a decimal


Fig. 6.10. For illustrating a numerical method of solving Laplace's equation.
ending exactly with 5 , we increase the previous number by 1 if it is odd and keep it unchanged if it is even. Thus the potential at $b$ is rounded off to 56.2 volts. Similarly, using the potentials at $a, j, k$, and $h$, we obtain a value of 56.2 volts for the potential at $c$. Since we now have potentials at points $b$ and $c$ which together with points $e$ and $g$ are closer to point $a$ than the set of points $d, f, h$, and $j$, we recompute the potential at $a$ by averaging the potentials at $b, c, e$, and $g$ to obtain a value of $\frac{1}{4}(56.2+56.2+0+0)=28.1$ volts. We now note that the potentials at $b$ and $c$ have to be recomputed because they are inconsistent with the newly computed potential at point $a$ and the potentials at the boundary points. We thus obtain a value of $\frac{1}{4}(28.1+0+100+100) \approx 57.0$ volts for the potentials at $b$ and $c$. This requires a revision of the potential at $a$ to $\frac{1}{4}(57+57+0+0)=28.5$ volts. This process of iteration is continued until a set of values for the potentials at $a, b$, and $c$ are obtained which, together with the potentials at the boundary points, are consistent with ( $6-61$ ). The final values obtained in this manner are $28.6,57.2$, and 57.2 volts for $a, b$, and $c$, respectively. Obviously, these values are approximate because of the finite spacing between the grid points. By dividing the region inside the box into smaller squares and triangles, more accurate values can be obtained. In cases where the potentials at the insulated corners are required for the computation of initial values of potentials at grid points inside, average values of potentials on either side of the corners are used.

### 6.3 The Method of Images

We learned in Chapter 5 that a conductor surface is an equipotential. We also learned that the electric field at the conductor surface is entirely normal to it. In fact, these two properties are equivalent. In this section we will make use of this property to develop a method for computing the electric field due to charges in the presence of conductors. This method is called the "method of images." We will illustrate the method of images by means of two examples.

Example 6-10. A point charge $Q$ is situated at a distance $d$ from a grounded infinite plane conductor. We wish to find the electric field due to the point charge and the induced surface charge density on the conductor.

First, let us consider two point charges $Q$ and $-Q$ situated at a distance $2 d$ apart as shown in Fig. 6.11. The potential at any point $P$ located at a distance $r_{1}$ from $Q$ and $r_{2}$ from $-Q$ is given by

$$
\begin{equation*}
V=\frac{Q}{4 \pi \epsilon r_{1}}-\frac{Q}{4 \pi \epsilon r_{2}} \tag{6-62}
\end{equation*}
$$

If the point $P$ lies in the plane normal to and bisecting the line joining the point charges, $r_{1}$ is equal to $r_{2}$ and the potential is zero. Thus this plane is an equipotential. In particular, it is at zero potential. If we insert an infinite


Fig. 6.11. For illustrating that the field due to a point charge $Q$ near a grounded infinite plane conductor is the same as that due to the point charge and an "image" charge ( $-Q$ ) situated at the mirror image of $Q$ in the plane conductor.
plane conductor into this plane, the field distribution due to the point charges will remain unaltered since the conductor satisfies the boundary condition. Conversely, the field due to a point charge $Q$ situated at a distance $d$ from a grounded infinite plane conductor is exactly the same as the field due to the charge $Q$ plus an "image" charge $-Q$ situated at the mirror image of $Q$ in the plane. The direction lines of the electric field intensity and the equipotential surfaces due to the dipole formed by $Q$ and $-Q$ can be found by using the methods of Chapter 2. These are sketched in Fig. 6.11. The image charge is only a virtual charge. The field due to the real charge $Q$ exists only on the side of that charge, with the field lines terminating on the induced charge formed on the surface of the grounded conductor. The virtual nature of the image charge is shown by the broken field lines and equipotentials on the side of the image charge.

The induced surface charge density is equal to the normal component (which is the only component present) of the displacement flux density at the conductor surface. With reference to the geometry shown in Fig. 6.11, the displacement flux density at a point on the conductor surface situated at a distance $r$ from the projection of $Q$ onto the surface is given by

$$
\begin{align*}
\mathbf{D} & =-2 \frac{Q}{4 \pi\left(d^{2}+r^{2}\right)} \sin \alpha \mathbf{i}_{n}  \tag{6-63}\\
& =-\frac{Q d}{2 \pi\left(d^{2}+r^{2}\right)^{3 / 2}} \mathbf{i}_{n}
\end{align*}
$$

where $\mathbf{i}_{n}$ is the unit vector normal to the conductor surface. The induced surface charge density is thus given by

$$
\begin{equation*}
\rho_{s}=\mathbf{D} \cdot \mathbf{i}_{n}=-\frac{Q d}{2 \pi\left(d^{2}+r^{2}\right)^{3 / 2}} \tag{6-64}
\end{equation*}
$$

The total induced surface charge $Q_{i}$ is given by

$$
\begin{align*}
Q_{i} & =\int_{\substack{\text { conductor } \\
\text { surface }}} \rho_{s} d S=\int_{r=0}^{\infty} \int_{\phi=0}^{2 \pi} \frac{-Q d}{2 \pi\left(d^{2}+r^{2}\right)^{3 / 2}} r d r d \phi  \tag{6-65}\\
& =Q \int_{\alpha=\pi / 2}^{0} \cos \alpha d \alpha=-Q
\end{align*}
$$

Thus the total induced surface charge is equal to the image charge. This is to be expected since all field lines ending on the conductor would end on the image charge if the conductor were not present, but an actual charge of $-Q$ is present at the image point.

Example 6-11. An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated parallel to and at a distance $d$ from the axis of an infinitely long grounded conducting cylinder of radius $a(<d)$ as shown by the cross-sectional view in Fig. 6.12. We wish to find the image charge required for computing the field outside the conducting cylinder.

Let us postulate an infinitely long image line charge of uniform density $\rho_{L 0}^{\prime}$ at a distance $b$ from the axis of the conducting cylinder and in the plane containing the axis of the cylinder and the real line charge, as shown in Fig. 6.12. Choosing the line through point $P_{1}$ and parallel to the axis of the cylinder


Fig. 6.12. For finding the image charge required for computing the field due to a line charge of uniform density parallel to an infinitely long grounded conducting cylinder.
as the reference for zero potential, the potential at any arbitrary point $P$ on the conductor surface can be written as

$$
\begin{equation*}
V=-\frac{\rho_{L 0}}{2 \pi \epsilon_{0}} \ln \frac{\sqrt{d^{2}+a^{2}+2 a d \cos \phi}}{(d-a)} \quad \rho_{L 0}^{\prime}-\ln \frac{\sqrt{b^{2}}+a^{2}+2 a b \cos \phi}{2 \pi \epsilon_{0}}(a-b) \tag{6-66}
\end{equation*}
$$

But this quantity must be equal to zero since the conductor is an equipotential and the potential at $P_{1}$ is zero. This requires that

$$
\begin{equation*}
\rho_{L 0}^{\prime}=-\rho_{L 0} \tag{6-67}
\end{equation*}
$$

and

$$
\ln \left[\frac{\sqrt{d^{2}+a^{2}+2 a d \cos \phi}}{(d-a)} \sqrt{\sqrt{ } b^{2}+a^{2}+2} \overline{a b \cos \phi}\right]=0
$$

or

$$
\begin{equation*}
\frac{\sqrt{d^{2}+a^{2}+2 a d \cos \phi} \quad(a-b)}{(d-a)} \sqrt{b^{2}+a^{2}+2} \overline{a b \cos \phi}=1 \tag{6-68}
\end{equation*}
$$

To find the solution for (6-68), let us consider $\phi=0$. We then have

$$
\left(\frac{d+a}{d-a}\right)\left(\frac{a-b}{a+b}\right)=1
$$

or

$$
\begin{equation*}
a^{2}=b d \tag{6-69}
\end{equation*}
$$

which satisfies (6-68) for all $\phi$. Thus, an image line charge of uniform density $-\rho_{L 0}$ and located at a distance $b=a^{2} / d$ from the axis of the cylinder satisfies the equipotential requirement for the grounded conducting cylinder. The field outside the cylinder is therefore exactly the same as the field set up by the actual line charge of density $\rho_{L_{0}}$ at distance $d$ from the axis and the image line charge of density $-\rho_{L 0}$ at distance $a^{2} / d$ from the axis. The direction lines of the electric field intensity and the associated equipotential surfaces can be obtained by the methods learned in Chapter 2. These are shown sketched in Fig. 6.12. It is left as an exercise (Problem 6.15) for the student to show that the total induced surface charge per unit length of the cylinder is equal to the image charge density $-\rho_{L 0}$. The field inside the cylinder is, of course, equal to zero since the image charge is only a virtual charge.

Proceeding in the same manner as in the preceding example, we can obtain the image charge for a point charge near a grounded spherical conductor. If the point charge $Q$ is situated at a distance $d$ from the center of the spherical conductor of radius $a$, the image charge is a point charge of value -Qa/d. It lies at a distance $a^{2} / d$ from the center of the sphere, along the line joining the center to the charge $Q$ and on the side of $Q$. We leave the derivation as an exercise (Problem 6.16) for the student. The method of images can also be applied for finding fields due to charges in the presence of dielectrics. We will, however, not pursue that topic here.

### 6.4 Conductance, Capacitance, and Inductance

In Chapter 5 we introduced conductors, dielectrics, and magnetic materials. Let us now consider three different arrangements, each consisting of two parallel perfectly conducting plates as shown in Figs. 6.13(a), (b), and (c). For the structure of Fig. 6.13(a), the medium between the parallel plates is filled with a conducting material of uniform conductivity $\sigma$. For the structure of Fig. 6.13(b), the medium between the parallel plates is filled with a perfect dielectric of uniform permittivity $\epsilon$. For the structure of Fig. 6.13(c), the two parallel plates are joined at one end of the structure by a perfectly conducting plate and the medium between the plates is filled with a magnetic material of uniform permeability $\mu$. Note that free space may be considered as a perfect dielectric of permittivity $\epsilon_{0}$ and a magnetic material of permeability $\mu_{0}$. We apply a potential difference of $V_{0}$ volts between the parallel plates


Fig. 6.13. Three different structures each consisting of two parallel perfectly conducting plates. The medium between the plates is a conductor for structure (a), a dielectric for structure (b), and a magnetic material for structure (c). The two plates are joined at one end by another perfectly conducting plate for structure (c).
of structures (a) and (b) by connecting appropriate constant voltage sources which are not shown in the figure. We pass a $z$-directed surface current $I_{0}$ uniformly distributed in the $y$ direction along the upper plate of structure (c) and return it in the opposite direction along the lower plate by connecting an appropriate constant current source which is not shown in the figure.

The medium between the plates of structure (a) is then characterized by an electric field from the upper to the lower plate and hence by a conduction current in the same direction. The medium between the plates of structure (b) is characterized by an electric field only from the upper to the lower plate and no current. The medium between the plates of structure (c) is characterized by a magnetic field parallel to the plates and towards the direction of advance of a right-hand screw as it is turned in the sense of the current flow. Since the conduction current cannot leave the conductor, it has to be tangential to the conductor surface. This forces the electric field for structure (a) to be in the $x$ direction. On the other hand, the electric field at the surface of a dielectric need not be tangential to it. This results in fringing of the electric field in the case of structure (b). However, by assuming that
$d$ is very small compared to $w$ and $l$, or by assuming that the structure is actually part of a much larger structure, we can neglect fringing and consider the electric field to be entirely in the $x$ direction. For the same assumption in the case of structure (c), the magnetic field can be considered to be entirely in the $y$ direction.

From the result of Example 6-3, the electric field in the case of structures (a) and (b) is then given by

$$
\begin{equation*}
\mathbf{E}=\frac{V_{0}}{d} \mathbf{i}_{x} \tag{6-70}
\end{equation*}
$$

The current density $\mathbf{J}_{c}$ for structure (a) is given by

$$
\begin{equation*}
\mathbf{J}_{c}=\sigma \mathbf{E}=\frac{\sigma V_{0}}{d} \mathbf{i}_{x} \tag{6-71}
\end{equation*}
$$

The total current $I_{c}$ flowing from the upper plate to the lower plate is given by the surface integral of the current density over the cross section of the conductor. However, since the current density is uniform and directed normal to the plates, we can obtain this current by simply multiplying the magnitude of the current density by the area of the plates. Thus

$$
\begin{equation*}
I_{c}=J_{c}(w l)=\frac{\sigma V_{0}}{d} w l \tag{6-72}
\end{equation*}
$$

We now define a quantity known as the "conductance" ( $\sim_{\text {. }}^{\text {. }}$ ), denoted by the symbol $G$, as the ratio of the current flowing from one plate to the other to the potential difference between the plates. From (6-72), the the conductance of the conducting slab arrangement of Fig. 6.13(a) is given by

$$
\begin{equation*}
G=\frac{I_{c}}{V_{0}}=\frac{\sigma w l}{d} \tag{6-73}
\end{equation*}
$$

We note from (6-73) that the conductance is a function purely of the dimensions of the conductor and its conductivity. The units of conductance are (mhos/meter)( meter $^{2} /$ meter) or mhos. The reciprocal of the "conductance" is the "resistance" ( ), which is denoted by the symbol $R$ and has the units of ohms. Thus

$$
R=\frac{V_{0}}{I_{c}}
$$

or

$$
V_{0}=I_{c} R
$$

which is the familiar form of Ohm's law applicable to a finite region of conducting material. The resistance of the slab conductor is given by

$$
R=\frac{d}{\sigma w l}=\frac{d}{\sigma A}
$$

where $A$ is the area of the plates.

The phenomenon associated with conduction current is power dissipation. From Chapter 5, the power dissipation density is given by

$$
\begin{equation*}
p_{d}=\mathbf{J}_{c} \cdot \mathbf{E}=\sigma \mathbf{E} \cdot \mathbf{E}=\sigma E^{2} \tag{6-74}
\end{equation*}
$$

Performing volume integration of the power dissipation density over the volume of the conductor of Fig. 6.13(a), we obtain the total power dissipated in the conductor as

$$
\begin{align*}
P_{d} & =\int_{\mathrm{vol}} p_{d} d v=\int_{\mathrm{vol}} \sigma E^{2} d v \\
& =\int_{\mathrm{vol}} \frac{\sigma V_{0}^{2}}{d^{2}} d v  \tag{6-75}\\
& =\frac{\sigma V_{0}^{2}}{d^{2}}(\text { volume of the conductor) } \\
& =\frac{\sigma V_{0}^{2}}{d^{2}}(d w l)=\frac{\sigma w l}{d} V_{0}^{2}=G V_{0}^{2}
\end{align*}
$$

Equation (6-75) gives the physical interpretation that conductance is the parameter associated with power dissipation in a conductor.

Turning our attention to the structure of Fig. 6.13(b), the displacement flux density is given by

$$
\begin{equation*}
\mathbf{D}=\epsilon \mathbf{E}=\frac{\epsilon V_{0}}{d} \mathbf{i}_{x} \tag{6-76}
\end{equation*}
$$

The surface charge density on the upper plate is given by

$$
\begin{equation*}
\left[\rho_{s}\right]_{x=0}=[\mathbf{D}]_{x=0} \cdot\left(\mathbf{i}_{x}\right)=\frac{\epsilon V_{0}}{d} \tag{6-77a}
\end{equation*}
$$

The surface charge density on the lower plate is given by

$$
\begin{equation*}
\left[p_{s}\right]_{x=d}=[\mathbf{D}]_{x=d} \cdot\left(-\mathbf{i}_{x}\right)=-\frac{\epsilon V_{0}}{d} \tag{6-77b}
\end{equation*}
$$

The total charge on either plate is given by the surface integral of the charge density on that plate over the area of the plate. However, since the charge densities here are uniform, we can obtain the total charge simply by multiplying the charge density by the area of the plate. Thus the magnitude $Q$ of the charge on either plate is given by

$$
\begin{equation*}
Q=\rho_{s}(w l)=\frac{\epsilon V_{0}}{d^{-} w l} \tag{6-78}
\end{equation*}
$$

We now define a quantity known as the "capacitance" ( a-1Ь) , denoted by the symbol $C$, as the ratio of the magnitude of the charge on either plate to the potential difference between the plates. From (6-78), the capacitance of the dielectric slab arrangement of Fig. 6.13(b) is given by

$$
\begin{equation*}
C=\frac{Q}{V_{0}}=\frac{\epsilon w l}{d} \tag{6-79}
\end{equation*}
$$

We note from (6-79) that the capacitance is a function purely of the dimen-
sions of the dielectric slab and its permittivity. The units of capacitance are (farads/meter)( meter $^{2} /$ meter) or farads.

The phenomenon associated with the electric field in a dielectric medium is energy storage. From Chapter 5, the electric stored energy density is given by

$$
\begin{equation*}
w_{e}=\frac{1}{2} \mathbf{D} \cdot \mathbf{E}=\frac{1}{2} \epsilon E^{2} \tag{6-80}
\end{equation*}
$$

Performing volume integration of the electric stored energy density over the volume of the dielectric of Fig. 6.13(b), we obtain the total electric stored energy in the dielectric as

$$
\begin{align*}
W_{e} & =\int_{\text {vol }} w_{e} d v=\int_{\text {vol }} \frac{1}{2} \epsilon E^{2} d v \\
& =\int_{\text {vol }} \frac{1}{2} \frac{\epsilon V_{0}^{2}}{d^{2}} d v  \tag{6-81}\\
& =-\frac{1}{2} \frac{\epsilon V^{2}}{d^{2}} \frac{0}{2}(\text { volume of the dielectric }) \\
& =\frac{1}{2} \frac{\epsilon V_{0}^{2}}{d^{2}}(d w l)=\frac{1}{2} \frac{\epsilon w l}{d} V_{0}^{2}=\frac{1}{2} C V_{0}^{2} .
\end{align*}
$$

Equation (6-81) gives the physical interpretation that capacitance is the parameter associated with storage of electric energy in a dielectric.

Turning our attention to the structure of Fig. 6.13(c) and neglecting fringing, the magnetic field intensity between the plates is the same as that due to infinite plane current sheets of densities given by

$$
\mathbf{J}= \begin{cases}\frac{I_{0}}{w} \mathbf{i}_{z} & \text { for } x=0 \\ -\frac{I_{0}}{w} \mathbf{i}_{z} & \text { for } x=d\end{cases}
$$

Hence the magnetic field intensity is uniform between the plates and zero outside the plates, that is,

$$
\mathbf{H}= \begin{cases}H_{0} \mathbf{i}_{y} & 0<x<d \\ 0 & \text { otherwise }\end{cases}
$$

From the boundary condition for the tangential magnetic field intensity, the value of $H_{0}$ is equal to the surface current density $I_{0} / w$ since the field is zero outside the plates. Thus

$$
\mathbf{H}=\frac{I_{0}}{w} \mathbf{i}_{y} \quad \text { for } 0<x<d
$$

and

$$
\begin{equation*}
\mathbf{B}=\mu \mathbf{H}=\frac{\mu I_{0}}{w} \mathbf{i}_{y} \quad \text { for } 0<x<d \tag{6-82}
\end{equation*}
$$

The magnetic flux $\psi$ linking the current $I_{0}$ is given by the surface integral of
the magnetic flux density over the area bounded by any contour along which the current flows. This area is simply the cross-sectional area of the magnetic material normal to the magnetic field lines. Since the magnetic field lines are straight, it may seem like they do not link the current. However, straight lines are circles of infinite radii and hence the magnetic field does link the current. For the structure of Fig. 6.13(c), since the magnetic flux density is; uniform, we can obtain the required magnetic flux $\psi$ by simply multiplying; the magnetic flux density by the cross-sectional area normal to it. The; quantity $\psi$ is known as the magnetic flux linkage associated with the current $I_{0}$. Thus

$$
\begin{equation*}
\psi=B_{y}(d l)=\frac{\mu I_{0}}{w} d l \tag{6-83}
\end{equation*}
$$

We now define a quantity known as the "inductance" ( $\quad$ ) , denotel by the symbol $L$, as the ratio of the magnetic flux linkage associated with the current $I_{0}$ to the current $I_{0}$. From (6-83), the inductance of the magnetic material slab arrangement of Fig. 6.13(c) is given by

$$
\begin{equation*}
L=\frac{\psi}{I_{0}}=\frac{\mu d l}{w} \tag{6-84}
\end{equation*}
$$

We note from (6-84) that the inductance is a function purely of the dimensions of the magnetic material and its permeability. The units of inductance are (henrys/meter)( meter $^{2} /$ meter) or henrys.

The phenomenon associated with magnetic field in a magnetic material medium is energy storage. From Chapter 5, the magnetic stored energy density is given by

$$
\begin{equation*}
w_{m}=\frac{1}{2} \mathbf{H} \cdot \mathbf{B}=\frac{1}{2} \mu H^{2} \tag{6-85}
\end{equation*}
$$

Performing volume integration of the magnetic stored energy density over the volume of the magnetic material of Fig. 6.13(c), we obtain the total magnetic stored energy in the magnetic material as

$$
\begin{align*}
W_{m} & =\int_{\text {vol }} w_{m} d v=\int_{\text {vol }} \frac{1}{2}-\mu H^{2} d v \\
& =\int_{\text {vol }} \frac{1}{2} \frac{\mu I_{0}^{2}}{w^{2}} d v  \tag{6-86}\\
& =-\frac{1}{2}-\frac{\mu I_{0}^{2}}{w^{2}}(\text { volume of the magnetic material) } \\
& =\frac{1}{2} \frac{\mu I_{0}^{2}}{w^{2}}(d w l)=\frac{1}{2} \cdot \frac{\mu d l}{w} I_{0}^{2}=\frac{1}{2} L I_{0}^{2}
\end{align*}
$$

Equation (6-86) gives the physical interpretation that inductance is the parameter associated with storage of magnetic energy in a magnetic material.

To write general expressions for the conductance, capacitance and inductance in terms of the fields, let us consider the three structures shown
by the cross-sectional views in Figs. 6.14(a), (b), and (c), which consist of identical pairs of parallel, infinitely long, perfect conductors having arbitrary but uniform cross sections. Let the medium between the two conductors of structures (a), (b), and (c) be characterized by uniform conductivity $\sigma$,


Fig. 6.14. For writing general expressions for (a) conductance, (b) capacitance, and (c) inductance.
uniform permittivity $\epsilon$, and uniform permeability $\mu$, respectively. As in the case of the structures of Fig. 6.13, we apply a potential difference between the two conductors of structures (a) and (b) and pass a current into the plane of the paper along one conductor of structure (c), returning it out of the plane of the paper along its second conductor. Structures (a) and (b) are then characterized by an electric field whose direction lines originate normal to the inner conductor and terminate normal to the outer conductor. The electric field results in a conduction current in structure (a). Structure (c) is characterized by a magnetic field, whose direction lines lie in the plane of the paper and surround the inner conductor.

Let us now consider unit lengths of the three structures normal to the plane of the paper. We can then write the following quantities:

For structure (a),
$V_{0}$, potential difference between the conductors $=\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}$
$I_{c}$, current flowing from the inner to the outer conductor
$=$ current crossing the area formed by the contour $C_{2}$ and length unity in the axial direction

$$
\begin{equation*}
=\oint_{C_{2}} \mathbf{J}_{c} \cdot \mathbf{i}_{n 2} d l=\sigma \oint_{C_{2}} \mathbf{E} \cdot \mathbf{i}_{n 2} d l \tag{6-87b}
\end{equation*}
$$

For structure (b),
$V_{0}$, potential difference between the conductors $=\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}$
$Q$, magnitude of surface charge on either conductor
$=$ displacement flux crossing the area formed by the contour $C_{2}$ arid length unity in the axial direction

$$
\begin{equation*}
=\oint_{C_{2}} \mathbf{D} \cdot \mathbf{i}_{n 2} d l=\epsilon \oint_{C_{2}} \mathbf{E} \cdot \mathbf{i}_{n 2} d l \tag{6-88~b}
\end{equation*}
$$

For structure (c),
$I_{0}$, surface current flowing on either conductor $=\oint_{C_{2}} \mathbf{H} \cdot d \mathbf{l}$
$\psi$, magnetic flux linking the current $I_{0}$
$=$ magnetic flux crossing the area formed by the contour $C_{1}$ and length unity in the axial direction

$$
\begin{equation*}
=\int_{a}^{b} \mathbf{B} \cdot \mathbf{i}_{n 1} d l=\mu \int_{a}^{b} \mathbf{H} \cdot \mathbf{i}_{n 1} d l \tag{6-89b}
\end{equation*}
$$

From (6-87a)-(6-89b), we can write the general expressions for $G, C$, and $L$ per unit length, denoted by $\mathcal{G}, \mathfrak{C}$, and $\mathscr{L}$, as

$$
\begin{align*}
& \mathcal{S}=\frac{I_{c}}{V_{0}}=\frac{\sigma \oint_{C_{2}} \mathbf{E} \cdot \mathbf{i}_{n 2} d l}{\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}}  \tag{6.90}\\
& \mathfrak{C}=\frac{Q}{V_{0}}=\frac{\epsilon \oint_{C_{2}} \mathbf{E} \cdot \mathbf{i}_{n 2} d l}{\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}}  \tag{6-91}\\
& \mathcal{L}=\frac{\psi}{I_{0}}=\frac{\mu \int_{a}^{b} \mathbf{H} \cdot \mathbf{i}_{n 1} d l}{\oint_{C_{2}} \mathbf{H} \cdot d \mathbf{l}} \tag{6-92}
\end{align*}
$$

From (6-90) and ( $6-91$ ), we note that

$$
\begin{equation*}
\frac{\mathcal{G}}{\mathfrak{e}}=\frac{\sigma}{\epsilon} \text { mhos/farads } \tag{6-93}
\end{equation*}
$$

From the discussion of Section 3.10, the electric field lines of structure (b) and the magnetic field lines of structure (c) are everywhere orthogonal to each other and their magnitudes are proportional, since the conductor cross sections for the two structures are the same. Thus we can write

$$
\begin{equation*}
\mathbf{E}=k \mathbf{H} \times \mathbf{i}_{z} \tag{6-94}
\end{equation*}
$$

where $k$ is the constant of proportionality and $\mathbf{i}_{z}$ is directed into the plane of the paper. Substituting (6-94) into ( $6-91$ ), we have

$$
\begin{align*}
\mathfrak{C} & =\frac{\epsilon \oint_{C_{z}} k \mathbf{H} \times \mathbf{i}_{z} \cdot \mathbf{i}_{n 2} d l}{\int_{a}^{b} k \mathbf{H} \times \mathbf{i}_{z} \cdot d \mathbf{l}}  \tag{6-95}\\
& =\frac{\epsilon k \oint_{C_{2}} \mathbf{H} \cdot \mathbf{i}_{z} \times \mathbf{i}_{n 2} d l}{k \int_{a}^{b} \mathbf{H} \cdot \mathbf{i}_{z} \times d \mathbf{l}}=\frac{\epsilon \oint_{C_{2}} \mathbf{H} \cdot d \mathbf{l}}{\int_{a}^{b} \mathbf{H} \cdot \mathbf{i}_{n 1} d l}
\end{align*}
$$

From (6-92) and (6-95), we note that

$$
\begin{equation*}
\mathfrak{L C}=\mu \epsilon \text { henry-farad } / \mathrm{m}^{2} \tag{6-96}
\end{equation*}
$$

Equations (6-93) and (6-96) provide simple relationships between the conductance per unit length, capacitance per unit length, and inductance per unit length of a structure consisting of two infinitely long, parallel perfect conductors having arbitrary but uniform cross sections. Expressions for these three quantities are listed in Table 6.2 for some common configurations of conductors having the cross sections shown in Fig. 6.15.

(a)

(b)
(c)


$$
a \ll d
$$

$$
\left(b^{2}-\frac{d^{2}}{4}\right) \gg a^{2}
$$


(d)


Fig. 6.15. Cross sections of some common configurations of parallel infinitely long conductors.

Example 6-12. It is desired to obtain the conductance, capacitance, and inductance per unit length of the parallel cylindrical wire arrangement of Fig. 6.15(c).

In view of (6-93) and (6-96), it is sufficient if we find one of the three quantities. Hence we choose to find the capacitance per unit length. To do this, we refer to Example 6-11 and Fig. 6.12 and note that placing a cylindrical conductor coinciding with the equipotential cylindrical surface having its axis at a distance $b$ from the line charge $\rho_{L 0}$ and on the side opposite to the grounded conductor will not alter the field. Hence the field of the parallel wire arrangement of Fig. 6.15(c) is exactly the same as the field due to equal

TABLE 6.2. Conductance, Capacitance, and Inductance per Unit Length for Some Structures Consisting of Infinitely Long Conductors Having the Cross Sections Shown in Fig. 6.15

| Description | G, Conductance <br> per Unit Length | e, Capacitance <br> per Unit Length | \&, Inductance <br> per Unit Length |
| :--- | :---: | :---: | :---: |
| Parallel plane <br> conductors, <br> Fig. 6.15(a) | $\sigma \frac{w}{d}$ | $\epsilon \frac{w}{d}$ | $\mu \frac{d}{w}$ |
| Coaxial <br> cylindrical <br> conductors, | $\frac{2 \pi \sigma}{\ln (b / a)}$ | $\frac{2 \pi \epsilon}{\ln (b / a)}$ | $\frac{\mu}{2 \pi} \ln \frac{b}{a}$ |
| Fig. $6.15(\mathrm{~b})$ | $\frac{\pi \sigma}{\text { Parallel }}$cylindrical wires, | $\frac{\pi \sigma}{\cosh ^{-1}(d / a)}$ | $\frac{\pi \epsilon}{\cosh ^{-1}(d / a)}$ |
| Fig. $6.15(\mathrm{c})$ | $\frac{\mu}{\pi} \cosh ^{-1} \frac{d}{a}$ |  |  |
| Eccentric inner <br> conductor, <br> Fig. 6.15(d) | $\frac{2 \pi \sigma}{\cosh ^{-1}\left(\frac{a^{2}+b^{2}-d^{2}}{2 a b}\right)}$ | $\frac{2 \pi \epsilon}{\cosh ^{-1}\left(\frac{a^{2}+b^{2}-d^{2}}{2 a b}\right)}$ | $\frac{\mu}{2 \pi} \cosh ^{-1} \frac{a^{2}+b^{2}-d^{2}}{2 a b}$ |
| Shielded parallel <br> cylindrical wires, <br> Fig. 6.15(e) | $\frac{\pi \sigma}{\ln \left[\frac{d\left(b^{2}-d^{2} / 4\right)}{a\left(b^{2}+d^{2} / 4\right)}\right]}$ | $\frac{\pi \epsilon}{\ln \left[\frac{d\left(b^{2}-d^{2} / 4\right)}{a\left(b^{2}+d^{2} / 4\right)}\right]}$ | $\frac{\mu}{\pi} \ln \frac{d\left(b^{2}-d^{2} / 4\right)}{a\left(b^{2}+d^{2} / 4\right)}$ |

and opposite line charges situated as shown in Fig. 6.16. The potential difference between the two points $A$ and $B$ is then given by

$$
\begin{equation*}
V_{0}=2 \frac{\rho_{L 0}}{2 \pi \epsilon} \ln \frac{2 d-a-b}{a-b} \tag{6-97}
\end{equation*}
$$



Fig. 6.16. For the determination of $\mathcal{G}, \mathfrak{L}$, and $\mathfrak{C}$ for the parallel cylindrical wire arrangement of Fig. 6.15(c).

However, from Example 6-11,

$$
b=\frac{a^{2}}{2 d-b}
$$

or

$$
\begin{equation*}
b=d \pm \sqrt{d^{2}-a^{2}} \tag{6-98}
\end{equation*}
$$

Ignoring the plus sign on the right side of (6-98), since $b$ has to be less than
$d$, and substituting for $b$ in (6-97) we have

$$
\begin{align*}
V_{0} & =\frac{\rho_{L 0}}{\pi \epsilon} \ln \frac{2 d-a-d+\sqrt{d^{2}-a^{2}}}{a-d+\sqrt{d^{2}-a^{2}}} \\
& =\frac{\rho_{L 0}}{\pi \epsilon} \ln \frac{\sqrt{d^{2}-a^{2}}+(d-a)}{\sqrt{d^{2}-a^{2}}-(d-a)}  \tag{6-99}\\
& =\frac{\rho_{L 0}}{\pi \epsilon} \ln \frac{d+\sqrt{d^{2}-a^{2}}}{a}=\frac{\rho_{L 0}}{\pi \epsilon} \cosh ^{-1} \frac{d}{a}
\end{align*}
$$

Finally, the capacitance per unit length is given by

$$
\begin{equation*}
\mathrm{C}=\frac{\rho_{L 0}}{V_{0}}=\frac{\pi \epsilon}{\cosh ^{-1}(d / a)} \tag{6-100}
\end{equation*}
$$

which agrees with the expression given in Table 6.2. The corresponding expressions for $\mathcal{G}$ and $\&$ obtained by using ( $6-93$ ) and (6-96), respectively, are given in Table 6.2.

For volume current distributions, we have to consider the magnetic field internal to the current distribution in addition to the magnetic field external to it. The inductance associated with the internal field is known as the "internal inductance" as compared to the "external inductance" associated with the external field. The inductance we defined by (6-84) and (6-92) is the external inductance. To obtain the internal inductance, we have to take into account the fact that different flux lines in the volume occupied by the current distribution link different partial amounts of the total current. We will illustrate this by means of an example.

Example 6-13. A current $I \mathrm{amp}$ flows with uniform volume density $\mathbf{J}=J_{0} \mathbf{i}_{z} \mathrm{amp} / \mathrm{m}^{2}$ along an infinitely long, solid cylindrical conductor of radius $a$ and returns with uniform surface density in the opposite direction along the surface of an infinitely long, perfectly conducting cylinder of radius $b(>a)$ and coaxial with the inner conductor. It is desired to find the internal inductance per unit length of the inner conductor.

The cross-sectional view of the conductor arrangement is shown in Fig. 6.17(a). From symmetry considerations, the magnetic field is entirely in the $\phi$ direction and independent of $\phi$. Applying Ampere's circuital law to a circular contour of radius $r(<a)$ as shown in Fig. 6.17(a), we have

$$
2 \pi r H_{\phi}=\pi r^{2} J_{0}
$$

or

$$
\mathbf{H}=H_{\phi} \mathbf{i}_{\phi}=\frac{J_{0} r}{2} \mathbf{i}_{\phi} \quad r<a
$$

The corresponding magnetic flux density is given by

$$
\mathbf{B}=\mu \mathbf{H}=\frac{\mu J_{0} r}{2} \mathbf{i}_{\phi} \quad r<a
$$


(a)

(b)
Fig. 6.17. For evaluating the internal inductance per unit length associated with a volume current of uniform density along an infinitely long cylindrical conductor.
where $\mu$ is the permeability of the conductor. Let us now consider a rectangle of infinitesimal width $d r$ in the $r$ direction and length $l$ in the $z$ direction at a distance $r$ from the axis as shown in Fig. 6.17(b). The magnetic flux $d \psi_{i}$ crossing this rectangular surface is given by

$$
\begin{aligned}
d \psi_{i} & =B_{\phi}(\text { area of the rectangle }) \\
& =\frac{\mu J_{0} r l d r}{2}
\end{aligned}
$$

where the subscript $i$ denotes flux internal to the conductor. This flux surrounds only the current flowing within the radius $r$, as can be seen from Fig. 6.17(a). Let $N$ be the fraction of the total current $I$ linked by this flux. Then

$$
\begin{aligned}
N & =\frac{\text { current flowing within radius } r(<a)}{\text { total current } I} \\
& =\frac{J_{0} \pi r^{2}}{J_{0} \pi a^{2}}=\left(\frac{r}{a}\right)^{2}
\end{aligned}
$$

The contribution from the flux $d \psi_{i}$ to the internal flux linkage associated with the current $I$ is the product of $N$ and the flux itself, that is, $N d \psi_{i}$. To obtain the internal flux linkage associated with $I$, we integrate $N d \psi_{i}$ between the limits $r=0$ and $r=a$, taking into account the dependence of $N$ upon $d \psi_{i}$. Thus

$$
\psi_{i}=\int_{r=0}^{a} N d \psi_{i}=\int_{r=0}^{a}\left(\frac{r}{a}\right)^{2} \frac{\mu J_{0} l r}{2} d r=\frac{\mu J_{0} l a^{2}}{8}
$$

Finally, the required internal inductance per unit length is

$$
\begin{equation*}
\mathscr{L}_{i}=\frac{\psi_{i}}{l I}=\frac{\left(\mu J_{0} a^{2} / 8\right)}{\left(J_{0} \pi a^{2}\right)}=\frac{\mu}{8 \pi} \tag{6-101}
\end{equation*}
$$

Alternatively, we can obtain $\mathscr{L}_{l}$ from energy considerations by making use of the result (6-86) that the magnetic stored energy is equal to $\frac{1}{2} L I^{2}$. For $\mathscr{L}_{l}$, we have to consider the energy stored in the volume internal to the current distribution. For unit length of the conductor, this is given by

$$
\begin{aligned}
W_{m i} & =\int_{\mathrm{vol}} \frac{1}{2}-\mu H^{2} d v \\
& =\int_{r=0}^{a} \int_{\phi=0}^{2 \pi} \int_{z=0}^{1} \frac{1}{2}-\mu\left(\frac{J_{0} r}{2}\right)^{2} r d r d \phi d z=\frac{\pi \mu J_{0}^{2}}{16}-a^{4}
\end{aligned}
$$

The internal inductance is then given by

$$
\mathscr{L}_{i}=\frac{2 W_{m i}}{I^{2}}=\frac{\left(\pi \mu J_{0}^{2} a^{4} / 8\right)}{\left(J_{0}^{2} \pi^{2} a^{4}\right)}=\frac{\mu}{8 \pi}
$$

which is the same as (6-101). Finally, to find the total inductance per unit length of the arrangement of Fig. 6.17(a), we have to add the external inductance due to the flux in the region $a<r<b$ to the internal inductance given by (6-101). This external inductance is given in Table 6.2.

From the steps involved in the solution of Example 6-13, we observe that the general expression for the internal inductance is

$$
\begin{equation*}
L_{\mathrm{int}}=\frac{1}{I} \int_{S} N d \psi \tag{6-102a}
\end{equation*}
$$

where $S$ is any surface through which the internal magnetic flux associated with $I$ passes. We note that ( $6-102 \mathrm{a}$ ) is also good for computing the external inductance since for external inductance $N$ is independent of $d \psi$. Hence

$$
\begin{equation*}
L_{\mathrm{ext}}=\frac{N}{I} \int_{S} d \psi=N \frac{\psi}{I} \tag{6-102b}
\end{equation*}
$$

In Eq. (6-102b), the value of $N$ is unity if $I$ is a surface current as for the structures of Figs. 6.13(c) and 6.14(c). On the other hand, for a filamentary wire wound on a core, $N$ is equal to the number of turns of the winding in which case $\psi$ represents the flux through the core, that is, the flux crossing the surface formed by one turn. To explain this, let us consider a two-turn winding abcdefghi carrying current $I$ as shown in Fig. 6.18(a) and imagine the flux lines penetrating the surface formed by the two-turn winding. According to definition, the magnetic flux linking $I$ is the flux crossing the surface formed by the two-turn winding. Let us twist the portion cdef of the winding and stretch the winding to the shape shown in Fig. 6.18(b). We can now see that the flux lines come from underneath the surface of the first turn ( $a b c d$ ), go below the surface of the second turn (efgh), and come out of it again as shown in Fig. 6.18(b) so that the flux linking $I$ is equal to twice the flux passing through one of the surfaces $a b c d$ and efgh.

The discussion pertaining to inductance thus far has been concerned with "self inductance," that is, inductance associated with a current distribu-


Fig. 6.18. For illustrating that the flux linking a filamentary wire of $N$ turns is equal to $N$ times the flux crossing the surface formed by one turn.
tion by virtue of its own flux linking it. On the other hand, if we have two independent currents $I_{1}$ and $I_{2}$, we can talk of the flux due to one current linking the second current. This leads to the concept of "mutual inductance.". The mutual inductance denoted as $L_{12}$ is defined as

$$
\begin{equation*}
L_{12}=N_{1} \frac{\psi_{12}}{I_{2}} \tag{6-103}
\end{equation*}
$$

where $\psi_{12}$ is the magnetic flux produced by $I_{2}$ but linking one turn of the $N_{1}$-turn winding carrying current $I_{1}$. Similarly,

$$
\begin{equation*}
L_{21}=N_{2} \frac{\psi_{21}}{I_{1}} \tag{6-104}
\end{equation*}
$$

where $\psi_{21}$ is the magnetic flux produced by $I_{1}$ but linking one turn of the $N_{2}$-turn winding carrying current $I_{2}$. It is left as an exercise (Problem 6. 24) for the student to show that $L_{21}=L_{12}$. We will now consider a simple example illustrating the computation of mutual inductance.

Example 6-14. A single straight wire, infinitely long and carrying current $I_{1}$, lies below to the left and parallel to a two-wire telephone line carrying curicent $I_{2}$, as shown by the cross-sectional and plan views in Figs. 6.19(a) and 6-19(b), respectively. It is desired to obtain the mutual inductance between the simgle wire and the telephone line per unit length of the wires. The thickness of the telephone wire is assumed to be negligible.

Choosing a coordinate system with the axis of the single wire as the $z$ axis and applying Ampere's circuital law to a circular path around the single wire, we obtain the magnetic flux density due to the single wire as

$$
\mathbf{B}=\frac{\mu_{0} I_{1}}{2 \pi r} \mathbf{i}_{\phi}
$$

The flux $d \psi_{21}$ crossing a rectangular surface of length unity and width $d y$


Fig. 6.19. For the computation of mutual inductance per unit length between a two-wire telephone line and a single wire parallel to it.
lying between the telephone wires as shown in Fig. 6.19(b) is then given by

$$
d \psi_{21}=B d y \cos \alpha=\frac{\mu_{0} I_{1} y}{2 \pi\left(h^{2}+y^{2}\right)} d y
$$

where $\alpha$ is the angle between the flux lines and the normal to the rectangular surface as shown in Fig. 6.19(a). The total flux $\psi_{21}$ crossing the rectangular surface of length unity and extending from one telephone wire to the other is

$$
\begin{aligned}
\psi_{21} & =\int_{y=a}^{a+b} d \psi_{21}=\int_{y=a}^{a+b} \frac{\mu_{0} I_{1} y}{2 \pi\left(h^{2}+y^{2}\right)} d y \\
& =\frac{\mu_{0} I_{1}}{4 \pi} \ln \frac{h^{2}+(a+b)^{2}}{h^{2}+a^{2}}
\end{aligned}
$$

This is the flux due to $I_{1}$ linking $I_{2}$ per unit length along the wires. Thus the required mutual inductance per unit length of the wires is given by

$$
\mathscr{L}_{21}=\frac{\psi_{21}}{I_{1}}=\frac{\mu_{0}}{4 \pi} \ln \frac{h^{2}+(a+b)^{2}}{h^{2}+a^{2}} \text { henrys } / \mathrm{m}
$$

### 6.5 Magnetic Circuits

Let us consider the two structures shown in Figs. 6.20(a) and (b). The structure of Fig. 6.20(a) is a toroidal conductor of uniform conductivity $\sigma$ and having a cross-sectional area $A$ and mean circumference $l$. There is an infinitesimal gap $a-b$ across which a potential difference of $V_{0}$ volts is maintained


Fig. 6.20. For illustrating the analogy between electric and magnetic circuits.
by connecting an appropriate voltage source. Because of the potential difference, an electric field is established in the toroid and a conduction current results from the higher potential surface $a$ to the lower potential surface $b$ as shown in the figure. The structure of Fig. 6.20(b) is a toroidal magnetic core of uniform permeability $\mu$ and having a cross-sectional area $A$ and mean circumference $l$. A current $I \mathrm{amp}$ is passed through a filamentary wire of $N$ turns wound around the toroid by connecting an appropriate current source. Because of the current through the winding, a magnetic field is established in the toroid and a magnetic flux results in the direction of advance of a right-hand screw as it is turned in the sense of the current.

Since the conduction current cannot leak into the free space surrounding the conductor, it is confined entirely to the conductor. On the other hand, the magnetic flux can leak into the free space surrounding the magnetic core and hence is not confined completely to the core. However, let us consider the case for which $\mu \gg \mu_{0}$. Applying the boundary conditions at the boundary between a magnetic material of $\mu \gg \mu_{0}$ and free space as shown in Fig. 6.21, we have

$$
\begin{aligned}
B_{1} \sin \alpha_{1} & =B_{2} \sin \alpha_{2} \\
H_{1} \cos \alpha_{1} & =H_{2} \cos \alpha_{2}
\end{aligned}
$$

or

$$
\begin{aligned}
\frac{B_{1}}{H_{1}} \tan \alpha_{1} & =\frac{B_{2}}{H_{2}} \tan \alpha_{2} \\
\frac{\tan \alpha_{1}}{\tan \alpha_{2}} & =\frac{\mu_{2}}{\mu_{1}} \ll 1
\end{aligned}
$$

Fig. 6.21. Lines of magnetic flux density at the boundary between freespace and a magnetic material of permeability $\mu \gg \mu_{0}$.


Thus $\alpha_{1} \ll \alpha_{2}$, and

$$
\frac{B_{2}}{B_{1}}=\frac{\sin \alpha_{1}}{\sin \alpha_{2}} \ll 1
$$

For example, if the values of $\mu_{1}$ and $\alpha_{2}$ are $1000 \mu_{0}$ and $89^{\circ}$, respectively, then $\alpha_{1}=3^{\circ} 16^{\prime}$ and $\sin \alpha_{1} / \sin \alpha_{2}=0.057$. We can assume for all practical purposes that the magnetic flux is confined entirely to the magnetic core just as the conduction current is confined to the conductor. The structure of Fig. 6.20(b) is then known as a "magnetic circuit" similar to the "electric circuit" of Fig. 6.20(a).

For the structure of Fig. 6.20(a), we have

$$
\begin{align*}
\boldsymbol{\nabla} \times \mathbf{E} & =0  \tag{6-105a}\\
\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l} & =V_{0}  \tag{6-105b}\\
\mathbf{J}_{c} & =\sigma \mathbf{E}  \tag{6-105c}\\
I_{c} & =\int_{A} \mathbf{J}_{c} \cdot d \mathbf{S} \tag{6-105d}
\end{align*}
$$

For the structure of Fig. 6.20(b), we have

$$
\begin{align*}
\boldsymbol{\nabla} \times \mathbf{H} & =0  \tag{6-106a}\\
\oint_{C} \mathbf{H} \cdot d \mathbf{l} & =N I_{0}  \tag{6-106b}\\
\mathbf{B} & =\mu \mathbf{H}  \tag{6-106c}\\
\boldsymbol{\psi} & =\int_{\boldsymbol{A}} \mathbf{B} \cdot d \mathbf{S} \tag{6-106d}
\end{align*}
$$

Equation (6-106a) results from the fact that there are no true currents in the magnetic material. In Eq. (6-106b), the factor $N$ on the right side takes into account the fact that the filamentary wire penetrates a surface bounded by the path $C$ as many times as there are number of turns in the entire
winding. Alternatively, if we pull the path $C$ out of the toroid, it will be cu t at as many points as there are number of turns in the entire winding, that is;, $N$ times. Equations (6-105a)-(6-105d) and (6-106a)-(6-106d) indicate ann analogy between the electric and magnetic circuits of Figs. 6.20(a) and 6.20(c)) as follows:

$$
\begin{align*}
\mathbf{E} & \longleftrightarrow \mathbf{H}  \tag{6-107i}\\
V_{0} & \longleftrightarrow N I_{0}  \tag{6-1075}\\
\mathbf{J}_{c} & \longleftrightarrow \mathbf{B}  \tag{6-107ic}\\
\sigma & \longleftrightarrow \mu  \tag{6-107dd}\\
I_{c} & \longleftrightarrow \psi \tag{6-107e}
\end{align*}
$$

This analogy permits the solution of magnetic circuit problems from a knowledge of the solution of electric circuit problems.

The ratio of $V_{0}$ to $I_{c}$ is the resistance $R$ of the electric circuit of Fig. 6.20(a). The analogous quantity for the magnetic circuit of Fig. 6.20(b) is the ratio of $N I_{0}$ to $\psi$. It is known as the reluctance and is denoted by the symbol $R$. The resistance is purely a function of the dimensions of the conductor and the conductivity. For a magnetic core of the same dimensicins as the conductor, the reluctance can therefore be obtained simply by replaciing $\sigma$ in $R$ by $\mu$. We note, however, that, unlike $\sigma$ for conductors, $\mu$ for magnetic materials used for the cores is a function of the magnetic flux density in the material. This makes the reluctance analogous to a nonlinear resistor. Thus, to complete the analogy, we have

$$
\begin{equation*}
R=\frac{V_{0}}{I_{c}} \longleftrightarrow \mathfrak{R}=\frac{N I_{0}}{\psi} \tag{6-10,7f}
\end{equation*}
$$

For the structure of Fig. 6.20(a), an exact expression for the resistance can be obtained by taking into account the variation of $\mathbf{E}$ over the cross section of the toroid. However, an approximate expression sufficient for practical purposes can be obtained by assuming that $\mathbf{E}$ is uniform over the cross-sectional area and equal to its value at the mean radius of the toroid, especially if the radius of cross-section is small compared to the mean radius of the toroid. Thus

$$
\begin{align*}
l E_{\phi} & =V_{0} \\
J_{c} & =\sigma E_{\phi}=\frac{\sigma V_{0}}{l} \\
I_{c}=J_{c} A & =\frac{\sigma V_{0} A}{l} \\
R & =\frac{V_{0}}{I_{c}}=\frac{l}{\sigma A} \tag{6-108}
\end{align*}
$$

It follows from the analogy that the reluctance of the structure of Fig.
6.20(b) is

$$
\begin{equation*}
R=\frac{N I_{0}}{\psi}=\frac{l}{\mu A} \tag{6-109}
\end{equation*}
$$

In fact, if we assume that the magnetic field intensity $\mathbf{H}$ is uniform over the cross-sectional area and equal to its value at the mean radius of the toroid, we have

$$
\begin{aligned}
l H_{\phi} & =N I_{0} \\
B_{\phi} & =\mu H_{\phi}=\underline{\mu N I_{0}} \\
\psi & =B_{\phi} A=\frac{\mu N I_{0} A}{l} \\
R & =\frac{N I_{0}}{\psi}=\frac{l}{\mu A}
\end{aligned}
$$

which agrees with (6-109). The equivalent circuit representations of (6-108) and (6-109) are shown in Figs. 6.22(a) and (b).


Fig. 6.22. Equivalent circuit representations for the structures of Figs. 6.20(a) and (b).

Example 6-15. The structure shown in Fig. 6.23(a) is that of a magnetic circuit containing three legs with an air gap in the center leg. A filamentary wire of $N$ turns carrying current $I$ is wound around the center leg. The core material is annealed sheet steel, for which the $B$ versus $H$ curve is shown in Fig. 6.23(b). The dimensions of the magnetic circuit are

$$
\begin{aligned}
A_{2}=5 \mathrm{~cm}^{2} & A_{1}=A_{3}=3 \mathrm{~cm}^{2} \\
l_{2}=10 \mathrm{~cm} & l_{1}=l_{3}=20 \mathrm{~cm}, \quad l_{g}=0.1 \mathrm{~cm}
\end{aligned}
$$

We wish to obtain the equivalent circuit and find $N I$ required to establish a magnetic flux of $8 \times 10^{-4} \mathrm{~Wb}$ in the air gap.

(a)


H, Amp/m
(b) $\quad / \mathrm{m}$

(c)

Fig. 6.23. (a) A magnetic circuit. (b) $B-H$ curve for annealed sheet steel. (c) Effective and actual cross sections for the air gap of the magnetic circuit of (a).

The current in the winding establishes a magnetic flux in leg 2 which divides between legs 1 and 3. In the air gap, fringing of the flux occurs. This is taken into account by using an effective cross section which is greater than the actual cross section, as shown in Fig. 6.23(c). Using subscripts 1, 2, 3, and $g$ for the fields and permeabilities associated with the three legs and the air gap, respectively, we can write the following equations:

$$
\begin{align*}
N I & =H_{2} l_{2}+H_{g} l_{g}+H_{1} l_{1} \\
& =\psi_{2} \frac{l_{2}}{\mu_{2} A_{2}}+\psi_{g} \frac{l_{g}}{\mu_{g} A_{g}}+\psi_{1} \frac{l_{1}}{\mu_{1} A_{1}}  \tag{6-110}\\
& =\psi_{2} \mathcal{R}_{2}+\psi_{g} \mathcal{R}_{g}+\psi_{1} \mathscr{R}_{1} \\
0 & =H_{3} l_{3}-H_{1} l_{1} \\
& =\psi_{3} \frac{l_{3}}{\mu_{3} A_{3}}-\psi_{1} \frac{l_{1}}{\mu_{1} A_{1}}  \tag{6-111}\\
& =\psi_{3} \mathcal{R}_{3}-\psi_{1} \mathcal{R}_{1}
\end{align*}
$$

The equivalent circuit corresponding to Eqs. $(6-110)$ and (6-111) can be drawn as shown in Fig. 6.24, taking into account the fact that $\psi_{g}=\psi_{2}$. To determine the required NI, we note that

$$
B_{2}=\frac{\psi_{2}}{A_{2}}=\frac{8 \times 10^{-4}}{5 \times 10^{-4}}=1.6 \mathrm{~Wb} / \mathrm{m}^{2}
$$



Fig. 6.24. Equivalent circuit for analyzing the magnetic circuit of Fig. 6.23(a).

From Fig. 6.23(b), the value of $H_{2}$ is $2200 \mathrm{amp} / \mathrm{m}$. Since legs 1 and 3 are identical, their reluctances are equal so that the flux $\psi_{2}$ divides equally between the two legs. Thus $\psi_{1}=\psi_{3}=\psi_{2} / 2=4 \times 10^{-4} \mathrm{~Wb} / \mathrm{m}^{2}$. Then

$$
B_{1}=\frac{\psi_{1}}{A_{4}}=\frac{4 \times 10^{-4}}{3 \times 10^{-4}}=1.333 \mathrm{~Wb} / \mathrm{m}^{2}
$$

From Fig. 6.23(b), the value of $H_{1}$ is $475 \mathrm{amp} / \mathrm{m}$. The effective cross section of the air gap is $\left(\sqrt{5}+l_{g}\right)^{2}=2.34 \mathrm{~cm}^{2}$. The flux density in the air gap is

$$
B_{g}=\frac{\psi_{g}}{A_{8}}=\frac{8 \times 10^{-4}}{2.34^{2} \times 10^{-4}}=1.46 \mathrm{~Wb} / \mathrm{m}^{2}
$$

The magnetic field intensity in the air gap is

$$
H_{g}=\frac{B_{g}}{\mu_{g}}=\frac{B_{g}}{\mu_{0}}=\frac{1.46}{4 \pi \times 10^{-7}}=0.1162 \times 10^{7} \mathrm{~Wb} / \mathrm{m}^{2}
$$

From (6-110), we then have

$$
\begin{aligned}
N I & =H_{2} l_{2}+H_{g} l_{g}+H_{1} l_{1} \\
& =2200 \times 0.10+0.1162 \times 10^{7} \times 10^{-3}+475 \times 0.20 \\
& =1477 \text { amp-turns }
\end{aligned}
$$

We note that a large part of the ampere-turns is due to high reluctance of the air gap.

### 6.6 Quasistatics; The Field Basis of Low-Frequency Circuit Theory

In Section 6.4 we considered three structures, shown in Figs. 6.13(a), (b), and (c), from the point of view of static fields. Let us now consider the three structures driven by time-varying sources. The resulting fields are then time varying. From Maxwell's equations for time-varying fields, we know that a time-varying electric field is accompanied by a time-varying magnetic field and vice versa. Thus, for example, a time-varying voltage source applied to the structure of Fig. 6.13(b) results in a time-varying electric field which has associated with it a time-varying magnetic field as shown in Fig. 6.25(a).


Fig. 6.25. For illustrating the behavior of the structures of Figs. 6.13(b) and (c) for time-varying sources.

A certain amount of magnetic energy is then associated with the structure in addition to the electric energy. We can no longer say that the structure behaves like a single capacitor as in the case of static fields. Furthermore, applying Faraday's law to a rectangular path $a b c d a$ as shown in Fig. 6.25(a), we have

$$
\begin{equation*}
\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}-\int_{d}^{c} \mathbf{E} \cdot d \mathbf{l}=\frac{d}{d t} \int_{\substack{\text { areaa } \\ a b c d}} \mu H_{y} d S \tag{6-112}
\end{equation*}
$$

It follows from (6-112) that the voltage between $a$ and $b$ is not necessarily equal to the voltage between $d$ and $c$ because of the time-varying magnetic field. The voltage along the structure is dependent on $z$. However, under certain conditions, the time-varying magnetic field is negligible so that the electric field distribution at any time can be approximated by the static field distribution resulting from a constant voltage source between the plates having a value equal to that of the source voltage at that time. Such approximations are known as quasistatic approximations and the corresponding fields are known as quasistatic fields. Thus, for the structure of Fig. 6.13(b) under the quasistatic approximation, $\partial \mathbf{B} / \partial t$ is negligible so that

$$
\begin{align*}
\nabla \times \mathbf{E} & \approx 0  \tag{6-113}\\
E_{x}(t) & \approx \frac{V(t)}{d} \tag{6-114}
\end{align*}
$$

The magnitude of the resulting time-varying charge on either plate is

$$
\begin{equation*}
Q(t)=(l w) \epsilon E_{x}(t)=\frac{\epsilon w l}{d}-V(t)=C V(t) \tag{6-115}
\end{equation*}
$$

where $C=\epsilon w l / d$ is the same as the capacitance obtained for the direct voltage source. Differentiating both sides of ( $6-115$ ) with respect to time, we have

$$
\begin{equation*}
\frac{d Q}{d t}=\frac{d}{d t}(C V) \tag{6-116}
\end{equation*}
$$

But, according to the law of conservation of charge, $d Q / d t$ must be equal to the current $I$ flowing into the plate from the voltage source. Thus Eq. (6-116) becomes

$$
\begin{equation*}
I=\frac{d}{d t}(C V) \tag{6-117}
\end{equation*}
$$

which is the familiar voltage-to-current relationship used in circuit theory for a capacitor. For the sinusoidally time-varying case, Eq. (6-117) reduces to

$$
\begin{equation*}
\bar{I}=j \omega C \bar{V} \tag{6-118}
\end{equation*}
$$

where $\bar{I}$ and $\bar{V}$ are the phasor current and phasor voltage, respectively, and $\omega$ is the radian frequency of the voltage source.

Similarly, a time-varying current source applied to the structure of Fig. 6.13(c) results in a time-varying magnetic field which has associated with it a time-varying electric field as shown in Fig. 6.25(b). A certain amount of electric energy is then associated with the structure in addition to the magnetic energy. We can no longer say that the structure behaves like a single inductor as in the case of static fields. Furthermore, applying the integral form of Maxwell's curl equation for $\mathbf{H}$ to a rectangular path efghe as shown in Fig. 6.25(b), we have

$$
\begin{equation*}
\int_{e}^{f} \mathbf{H} \cdot d \mathbf{l}-\int_{h}^{g} \mathbf{H} \cdot d \mathbf{l}=\frac{d}{d t} \int_{\substack{\text { area } \\ e f f_{g} h}} \epsilon E_{x} d S \tag{6-119}
\end{equation*}
$$

Since $H$ is zero outside the structure, it follows from (6-119) that the current crossing the line ef is not necessarily equal to the current crossing the line $h g$ because of the time-varying electric field. The current flowing along the structure is dependent on $z$. However, under the quasistatic approximation, $\partial \mathrm{D} / \partial t$ is negligible so that the magnetic field distribution at any time can be approximated by the static magnetic field distribution resulting from the flow of a direct current having a value equal to that of the source current at that time. Thus

$$
\begin{align*}
\nabla \times \mathbf{H} & \approx 0  \tag{6-120}\\
H_{y}(t) & \approx \frac{I(t)}{w} \tag{6-121}
\end{align*}
$$

The resulting time-varying magnetic flux linking the current is

$$
\begin{equation*}
\psi(t)=(d l) \mu H_{y}(t)=\frac{\mu d l}{w}-I(t)=L I(t) \tag{6-122}
\end{equation*}
$$

where $L=\mu d l / w$ is the same as the inductance obtained for the direct current source. Differentiating both sides of $(6-122)$ with respect to time, we haye

$$
\frac{d \psi}{d t}=\frac{d}{d t}(L I)
$$

However, applying Faraday's law to the rectangular contour bounding the magnetic flux linking the current and noting that the contribution to $\oint \mathbf{E} \cdot d \mathbf{l}$ is entirely from the path $a b$ shown in Fig. 6.25(b), we have

$$
\begin{equation*}
\int_{a}^{b} \mathbf{E} \cdot d \mathbf{l}=\frac{d \psi}{d t} \tag{6-124}
\end{equation*}
$$

The left side of $(6-124)$ is the voltage $V(t)$ across the current source. Thus Eq. (6-123) becomes

$$
\begin{equation*}
V=\frac{d}{d t}(L I) \tag{6-125}
\end{equation*}
$$

which is the familiar voltage-to-current relationship used in circuit theory for an inductor. For the sinusoidally time-varying case, Eq. (6-125) reduces to

$$
\begin{equation*}
\bar{V}=j \omega L \tilde{I} \tag{6-126}
\end{equation*}
$$

where $\bar{V}$ and $\bar{I}$ are the phasor voltage and phasor current, respectively, and $\omega$ is the radian frequency of the current source.

Finally, for the structure of Fig. 6.13(a) under the quasistatic approximation, both $\partial \mathbf{B} / \partial t$ and $\partial \mathbf{D} / \partial t$ are negligible so that

$$
\begin{array}{r}
\boldsymbol{\nabla} \times \mathbf{E} \approx 0 \\
\boldsymbol{\nabla} \times \mathbf{H} \approx \mathbf{J}_{c} \tag{6-127b}
\end{array}
$$

In view of (6-127a), we have

$$
\begin{equation*}
E_{x}(t)=\frac{V(t)}{d} \tag{6-128}
\end{equation*}
$$

The conduction current flowing from the upper plate to the lower plate is

$$
\begin{equation*}
I_{c}(t)=(l w) \sigma E_{x}(t)=\frac{\sigma w l}{d} V(t) \tag{6-129}
\end{equation*}
$$

In view of (6-127b), $\oint \mathbf{H} \cdot d \mathbf{l}$ around a rectangular path surrounding the conductor in the cross-sectional plane is equal to the conduction current $I_{c}$. But the same quantity is also equal to the current $I$ drawn from the voltage source. Thus

$$
\begin{equation*}
I(t)=\frac{\sigma w l}{d}-V(t)=G V(t) \tag{6-130a}
\end{equation*}
$$

or

$$
\begin{equation*}
V(t)=\frac{d}{\sigma w l} I(t)=R I(t) \tag{6-130b}
\end{equation*}
$$

where $G=\sigma w l / d$ and $R=d / \sigma w l$ are the same as the conductance and resistance, respectively, obtained for the direct voltage source. Equations (6-130a) and ( $6-130 \mathrm{~b}$ ) are the familiar voltage-to-current relationships used in circuit theory for conductance and resistance, respectively. For the sinusoidally timevarying case, we have

$$
\begin{equation*}
\bar{I}=G \bar{V} \tag{6-131a}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{V}=R \bar{I} \tag{6-131b}
\end{equation*}
$$

where $\bar{I}$ and $\bar{V}$ are the phasor current and phasor voltage, respectively.
To summarize what we have learned thus far in this section, the voltage-to-current relationships used in circuit theory for a capacitor, inductor, and resistor given by ( $6-117$ ), ( $6-125$ ), and ( $6-130 \mathrm{~b}$ ), respectively, are valid only under the quasistatic approximation. For the quasistatic approximation to hold, $\partial \mathrm{B} / \partial t$ must be negligible for the case of the capacitor, $\partial \mathrm{D} / \partial t$ must be negligible for the case of the inductor, and both $\partial \mathbf{B} / \partial t$ and $\partial \mathbf{D} / \partial t$ must be negligible for the case of the resistor. To illustrate a method for determining the quantitative condition for the quasistatic approximation to hold in a particular case, we consider the structure of Fig. 6.25(b) in detail for the sinusoidally time-varying case in the following example.

Example 6-16. The parallel plate structure of Fig. 6.25(b) is driven by a sinusoidally time-varying current source. It is desired to show that the quasistatic approximation holds, that is, that the structure behaves like a single inductor as viewed by the current source for the condition

$$
f \ll \frac{1}{2 \pi l \sqrt{\mu \epsilon}}
$$

where $f$ is the frequency of the current source and $\mu$ and $\epsilon$ are the permeability and permittivity, respectively, of the medium between the plates.

Under the quasistatic approximation, the time-varying magnetic field distribution at any particular time must be approximately the same as that of the static magnetic field resulting from a direct current equal to the value of the source current at that time. Thus, denoting the phasor corresponding to this magnetic field by $\bar{H}_{y}^{q}$, we have

$$
\begin{equation*}
\bar{H}_{y}^{q}=\frac{\bar{I}_{0}}{w} \tag{6-132}
\end{equation*}
$$

where $\bar{I}_{0}=[\bar{I}]_{z=0}$ is the phasor corresponding to the source current. This time-varying magnetic field induces a time-varying electric field in the $x$ direction in accordance with Maxwell's curl equation for $\mathbf{E}$, given in phasor form by

$$
\nabla \times \overline{\mathbf{E}}=-j \omega \overline{\mathbf{B}}
$$

Denoting the phasor corresponding to this electric field by $\bar{E}_{x}^{\prime}$, we have

$$
\begin{equation*}
\frac{\partial \bar{E}_{x}^{\prime}}{\partial z}=-j \omega \bar{B}_{y}^{q}=-j \omega \mu \bar{H}_{y}^{q}=-j \omega \mu \frac{\bar{I}_{0}}{w} \tag{6-133}
\end{equation*}
$$

Integrating (6-133) with respect to $z$, we obtain

$$
\begin{equation*}
\bar{E}_{x}^{\prime}=-j \omega \mu \frac{\bar{I}_{0}}{w}(z-l) \tag{6-134}
\end{equation*}
$$

where we have evaluated the arbitrary constant of integration by using the boundary condition that $\left[\bar{E}_{x}^{\prime}\right]_{z=l}=0$. If $\partial \mathbf{D} / \partial t$ is not negligible, the timevarying electric field corresponding to the phasor $\bar{E}_{x}^{\prime}$ produces a time-varying magnetic field in the $y$ direction in accordance with Maxwell's curl equation for $\mathbf{H}$, given in phasor form by

$$
\boldsymbol{\nabla} \times \overline{\mathbf{H}}=j \omega \overline{\mathbf{D}}
$$

Denoting the phasor corresponding to this induced magnetic field by $\bar{H}_{y}^{\prime}$, we have

$$
\begin{equation*}
-\frac{\partial \bar{H}_{y}^{\prime}}{\partial z}=j \omega \bar{D}_{x}^{\prime}=j \omega \epsilon \bar{E}_{x}^{\prime}=\omega^{2} \mu \epsilon \frac{\bar{I}_{0}}{w}(z-l) \tag{6-135}
\end{equation*}
$$

Integrating (6-135) with respect to $z$, we obtain

$$
\begin{equation*}
\left.\bar{H}_{y}^{\prime}=-\omega^{2} \mu \epsilon \frac{\bar{I}_{0}\left[(z-l)^{2}\right.}{w[2}-\frac{l^{2}}{2}\right] \tag{6-136}
\end{equation*}
$$

where we have evaluated the arbitrary constant of integration by using th boundary condition that $\left[\bar{H}_{y}^{\prime}\right]_{z=0}=0$ since the condition that the current a $z=0$, as determined by the tangential magnetic field intensity at $z=0$ must be equal to the source current is satisfied by $(6-132)$ alone.

Now, the time-varying magnetic field corresponding to the phasor give by (6-136) induces a time-varying electric field. Denoting the phasor corre sponding to this induced electric field by $\bar{E}_{x}^{\prime \prime}$, we have

$$
\begin{equation*}
\frac{\partial \bar{E}_{x}^{\prime \prime}}{\partial z}=-j \omega \mu \bar{H}_{y}^{\prime}=j \omega^{3} \mu^{2} \epsilon \frac{\bar{I}_{0}}{w}\left[\frac{(z-l)^{2}}{2}-\frac{l^{2}}{2}\right] \tag{6-137}
\end{equation*}
$$

Integrating (6-137) with respect to $z$, we obtain

$$
\begin{equation*}
\bar{E}_{x}^{\prime \prime}=j \omega^{3} \mu^{2} \epsilon \frac{\bar{I}_{0}}{w}\left[\frac{\left(z-\frac{l)^{3}}{6}-\frac{l^{2}(z-l)}{2}\right], ~}{2}\right] \tag{6-138}
\end{equation*}
$$

where we have again evaluated the arbitrary constant of integration by using the boundary condition that $\left[\bar{E}_{x}^{\prime \prime}\right]_{z=l}=0$. Continuing in this manner, we obtain the successively induced magnetic and electric fields as

$$
\begin{align*}
& \bar{H}_{y}^{\prime \prime}=\frac{\omega^{4} \mu^{2} \epsilon^{2} \bar{I}_{0}\left[(z-l)^{4}\right.}{w\left[\frac{l^{2}(z-l)^{2}}{4}+\frac{5 l^{4}}{24}\right]}  \tag{6-139}\\
& \left.\bar{E}_{x}^{\prime \prime \prime}=-j \omega^{5} \mu^{3} \epsilon^{2} \cdot \frac{\bar{I}_{0}\left[(z-l)^{5}\right.}{w}-\frac{l^{2}(z-l)^{3}}{12}+\frac{\left.5 l^{4}(z-l)\right]}{24}\right] \tag{6-140}
\end{align*}
$$

$$
\begin{align*}
\bar{H}_{y}^{\prime \prime \prime} & \left.=-\omega^{6} \mu^{3} \epsilon^{3} \frac{\bar{I}_{0}\left[(z-l)^{6}\right.}{w[720}-\frac{l^{2}(z-l)^{4}}{48}+\frac{5 l^{4}(z-l)^{2}}{48}-\frac{61 l}{720}\right]  \tag{6-141}\\
\bar{E}_{x}^{\prime \prime \prime} & =\cdots \\
\bar{H}_{y}^{\prime \prime \prime} & =\cdots
\end{align*}
$$

The total electric field is given by

$$
\begin{align*}
\bar{E}_{x}= & \bar{E}_{x}^{\prime}+\bar{E}_{x}^{\prime \prime}+\bar{E}_{x}^{\prime \prime \prime}+\cdots \\
= & \left.-j \omega \mu \frac{\bar{I}_{0}}{w}(z-l)+j \omega^{3} \mu^{2} \epsilon \frac{\bar{I}_{0}\left[(z-l)^{3}\right.}{w}-\frac{l^{2}(z-l)}{2}\right] \\
& -j \omega^{5} \mu^{3} \epsilon^{2} \frac{\bar{I}_{0}}{w}\left[\frac{(z-l)^{5} \quad l^{2}(z-l)^{3}}{120}+\frac{5 l^{4}(z-l)}{24}\right]+\cdots \\
= & -j \sqrt{\frac{\mu}{\epsilon} \bar{I}_{0}}\left(1+\frac{\omega^{2} \mu \epsilon l^{2}}{2}+\frac{5 \omega^{4} \mu^{2} \epsilon^{2} l^{4}}{24}+\cdots\right)  \tag{6-142}\\
& \times\left[\omega \sqrt{\mu \epsilon}(z-l)-(\omega \sqrt{\mu \epsilon})^{3} \frac{(z-l)^{3}}{3!}+(\omega \sqrt{\mu \epsilon})^{5} \frac{(z-l)^{5}}{5!}-\cdots\right] \\
= & -j \sqrt{\frac{\mu}{\epsilon} \bar{I}_{0} \sin \omega \sqrt{\mu \epsilon}(z-l)} \cos \omega \sqrt{\mu \epsilon} l
\end{align*}
$$

The total electric field at $z=0$ is given by

$$
\begin{equation*}
\left[\bar{E}_{x}\right]_{z=0}=j \sqrt{\frac{\mu}{\epsilon}} \frac{\bar{I}_{0}}{w} \tan \omega \sqrt{\mu} \bar{\epsilon} l \tag{6-143}
\end{equation*}
$$

This result could have been obtained simply by adding $\left[\bar{E}_{x}^{\prime}\right]_{z=0},\left[\bar{E}_{x}^{\prime \prime}\right]_{z=0}$, $\left[\bar{E}_{x}^{\prime \prime \prime}\right]_{z=0}$, and so on. However, Eq. (6-142) was derived to point out that the electric field and hence the voltage along the structure varies sinusoidally with distance. Similarly, if we add $\bar{H}_{y}^{q}, \bar{H}_{y}^{\prime}, \bar{H}_{y}^{\prime \prime}, \bar{H}_{y}^{\prime \prime \prime}$, and so on, we obtain the total magnetic field as

$$
\begin{equation*}
\bar{H}_{y}=\frac{\bar{I}_{0} \cos \omega \sqrt{\mu \epsilon}(z-l)}{w \quad \cos \omega \sqrt{\mu \epsilon} l} \tag{6-144}
\end{equation*}
$$

indicating that the magnetic field and hence the current along the structure varies cosinusoidally with distance.

The phasor voltage across the current source is given by

$$
\begin{align*}
\bar{V}_{0} & =[\bar{V}]_{z=0}=\int_{a}^{b}\left[\bar{E}_{x}\right]_{z=0} d l \\
& =j \sqrt{\frac{\mu}{\epsilon}} \frac{\bar{I}_{0} d}{w} \tan \omega \sqrt{\mu \epsilon} l \\
& =j \omega \frac{\mu d l}{w} \bar{I}_{0} \frac{\tan \omega \sqrt{\mu \epsilon} l}{\omega \sqrt{\mu \epsilon} l}  \tag{6-145}\\
& =j \omega L \bar{I}_{0} \frac{\tan \omega \sqrt{\mu \epsilon} l}{\omega \sqrt{\mu \epsilon l}}
\end{align*}
$$

where $L=\mu d l / w$ is the inductance of the structure computed from static field considerations. Equation (6-145) represents the voltage-to-current rela-
tionship at the source end of the structure under the condition for which $\partial \mathrm{D} / \partial t$ is not negligible. For $\omega \sqrt{\mu \epsilon} l \ll 1, \tan \omega \sqrt{\mu \epsilon} l \approx \omega \sqrt{\mu \epsilon} l$ and Eq. (6-145) reduces to

$$
\bar{V}_{0}=j \omega L \bar{I}_{0}
$$

which is the voltage-to-current relationship for a single inductor. Thus, for the quasistatic approximation to hold, the condition to be satisfied is

$$
\begin{equation*}
f \ll \frac{1}{2 \pi l \sqrt{\mu \epsilon}} \tag{6-146}
\end{equation*}
$$

As a numerical example, for $l=0.1 \mathrm{~m}, \mu=\mu_{0}$, and $\epsilon=\epsilon_{0}$, the value of $1 / 2 \pi l \sqrt{\mu \epsilon}$ is $(1500 / \pi) \times 10^{6}$. For a value of $1 / 10$ for $\omega \sqrt{\mu \epsilon} l$, the frequency must be less than $150 / \pi \mathrm{MHz}$ for the structure to behave essentially like a single inductor.

Example 6-17. In Example 6-16 we showed that the quasistatic approximation holds for the structure of Fig. 6.25(b) for the condition $f \ll 1 / 2 \pi l \sqrt{\mu \epsilon}$. The structu re then behaves like a single inductor as shown in Fig. 6.26(a). It is desired to examine the behavior of the structure as viewed from the source end f br frequencies beyond the value for which the quasistatic approximation holds.


Fig. 6.26. (a) Equivalent circuit for the input behavior of the structure of Fig. 6.25(b) under quasistatic approximation. (b) and (c) Same as (a) except for frequencies higher and higher than those for which the quasistatic approximation is valid. The values of $L$ and $C$ are $\mu d l / w$ and $\epsilon w l / d$, respectively.

Expressing $\tan \omega \sqrt{\mu \epsilon} l$ as a sum of infinite series in powers of $\omega \sqrt{\bar{\mu} \epsilon} l$, Eq. (6-145) can be written as

$$
\begin{equation*}
\bar{V}_{0}=j \omega L \bar{I}_{0}\left(1+\frac{1}{3}-\omega^{2} \mu \epsilon l^{2}+\frac{2}{15} \omega^{4} \mu^{2} \epsilon^{2} l^{4}+\cdots\right) \tag{6-147}
\end{equation*}
$$

For the quasistatic approximation, we neglect all the terms involving po wers of $\omega \sqrt{\mu \epsilon} l$ in comparison with 1 in the series on the right side of (6-147). For a frequency slightly higher than the value for which condition $(6-14,6)$ is
acceptable, we have to include the second term in the series. Thus we have

$$
\begin{align*}
\bar{V}_{0} & \approx j \omega L \bar{I}_{0}\left(1+\frac{1}{3} \omega^{2} \mu \epsilon l^{2}\right) \\
& =j \omega L \bar{I}_{0}\left(1+\frac{1}{3}-\omega^{2} L C\right) \tag{6-148}
\end{align*}
$$

where $C=\epsilon w l / d$ is the capacitance computed from static field considerations if the structure were open circuited at $z=l$. Rearranging (6-148), we get

$$
\begin{align*}
\bar{I}_{0} & =\frac{\bar{V}_{0}}{j \omega L\left(1+\frac{1}{3} \omega^{2} L C\right)} \approx \frac{\bar{V}_{0}}{j \omega L}\left(1-\frac{1}{3} \omega^{2} L C\right)  \tag{6-149}\\
& =\bar{V}_{0}\left(\frac{1}{j \omega}+j \omega \frac{C}{3}\right)
\end{align*}
$$

The voltage-to-current relationship given by (6-149) corresponds to that of an inductor of value $L$ in parallel with a capacitor of value $\frac{1}{3} C$ as shown in Fig. 6.26(b). Thus the same structure which behaves almost like a single inductor at low frequencies governed by ( $6-146$ ) acts like an inductor in parallel with a capacitor as the frequency is increased. For still higher frequencies, we have to include one more term in the series on the right side of (6-147), giving us

$$
\begin{aligned}
\bar{V}_{0} & \approx j \omega L \tilde{I}_{0}\left(1+\frac{1}{3} \omega^{2} \mu \epsilon l^{2}+\frac{2}{15} \omega^{4} \mu^{2} \epsilon^{2} l^{4}\right) \\
& =j \omega L \bar{I}_{0}\left(1+\frac{1}{3} \omega^{2} L C+\frac{2}{15} \omega^{4} L^{2} C^{2}\right)
\end{aligned}
$$

or

$$
\begin{align*}
\bar{I}_{0} & =\frac{\bar{V}_{0}}{j \omega L}\left(1+\frac{1}{3} \omega^{2} L C+\frac{2}{15} \omega^{4} L^{2} C^{2}\right)^{-1} \\
& =\frac{\bar{V}_{0}}{j \omega L}\left(1-\frac{1}{3} \omega^{2} L C-\frac{1}{45} \omega^{4} L^{2} C^{2}+\text { higher-order terms }\right) \\
& \approx \frac{\bar{V}_{0}}{j \omega L}\left(1-\frac{1}{3} \omega^{2} L C-\frac{1}{45} \omega^{4} L^{2} C^{2}\right) \\
& =\frac{\bar{V}_{0}}{j \omega L}+\bar{V}_{0}\left(j \frac{\omega C}{3}+j \frac{\omega^{3} L C^{2}}{45}\right)  \tag{6-150}\\
& =\frac{\bar{V}_{0}}{j \omega L}+\frac{\bar{V}_{0}}{1 /\left[(j \omega C / 3)\left(1+\omega^{2} L C / 15\right)\right]} \\
& \approx \frac{\bar{V}_{0}}{j \omega L}+\frac{\bar{V}_{0}}{(3 / j \omega C)\left(1-\omega^{2} L C / 15\right)} \\
& =\frac{\bar{V}_{0}}{j \omega L}+\frac{\bar{V}_{0}}{(3 / j \omega C)+(j \omega L / 5)}
\end{align*}
$$

The equivalent circuit corresponding to (6-150) is shown in Fig. 6.26(c). It is now evident that as the frequency is increased, more and more elements are added to the equivalent circuit. For an arbitrarily high frequency, we must
include all terms in the series. We then have, from (6-145),

$$
\begin{align*}
\frac{\bar{V}_{0}}{\bar{I}_{0}} & =j \omega L \frac{\tan \omega \sqrt{\mu \epsilon} l}{\omega \sqrt{\mu \epsilon l}}  \tag{6-151}\\
& =j \sqrt{\frac{L}{C}} \tan \omega \sqrt{L C}
\end{align*}
$$

Since $\tan \omega \sqrt{\overline{L C}}$ can be negative if $\omega \sqrt{\overline{L C}}$ falls in the second or third quadrant, the reactance viewed by the current source can even be capacitive!

### 6.7 Transmission-Line Equations; The Distributed Circuit Concept

In Example 6-16 we obtained the fields between the parallel plates of the structure shown in Fig. 6.25(b) by starting with the quasistatic magnetic field and using successively the two curl equations

$$
\begin{align*}
& \boldsymbol{\nabla} \times \overline{\mathbf{E}}=-j \omega \overline{\mathbf{B}}=-j \omega \mu \overline{\mathbf{H}}  \tag{6-152a}\\
& \boldsymbol{\nabla} \times \overline{\mathbf{H}}=j \omega \overline{\mathbf{D}}=j \omega \epsilon \overline{\mathbf{E}} \tag{6-152b}
\end{align*}
$$

to find the successively induced electric and magnetic fields. The total electric field is the sum of all the electric fields found successively and the total magnetic field is the sum of all the magnetic fields found successively. These two total fields must satisfy the two curl equations simultaneously. Thus, denoting the total electric field by $\overline{\mathbf{E}}(z)=\bar{E}_{x}(z) \mathbf{i}_{x}$ and the total magnetic field by $\overline{\mathbf{H}}(z)=\bar{H}_{y}(z) \mathbf{i}_{y}$, we have, from (6-152a) and (6-152b), respectively,

$$
\begin{align*}
\frac{\partial \bar{E}_{x}}{\partial z} & =-j \omega \mu \bar{H}_{y}  \tag{6-153a}\\
-\frac{\partial \bar{H}_{y}}{\partial z} & =j \omega \epsilon \bar{E}_{x} \tag{6-153b}
\end{align*}
$$

However, the voltage between the two conductors in any plane normal to the $z$ direction is given by

$$
\begin{equation*}
\bar{V}(z)=\int_{x=0}^{d} \bar{E}_{x}(z) d x=\bar{E}_{x} d \tag{6-154a}
\end{equation*}
$$

The current along the conductors crossing any plane normal to the $z$ direction is given by

$$
\begin{equation*}
\bar{I}(z)=\int_{y=0}^{w} \bar{H}_{y}(z) d y=\bar{H}_{y} w \tag{6-1;4b}
\end{equation*}
$$

Substituting for $\bar{E}_{x}$ and $\bar{H}_{y}$ in (6-153a) and (6-153b) from (6-154a) and (6-154b), respectively, we get

$$
\begin{align*}
& \frac{\partial \bar{V}}{\partial z}=-j \omega \frac{\mu d}{w} \bar{I}=-j \omega £ \bar{I}  \tag{6-155}\\
& \frac{\partial \bar{I}}{\partial z}=-j \omega \frac{\epsilon w}{d} \bar{V}=-j \omega \Subset \bar{V} \tag{6.156}
\end{align*}
$$

where $\mathcal{L}=\mu d / w$ and $\mathbb{C}=\epsilon w / d$ are the inductance and capacitance, respectively, per unit length of the structure computed from static fields.

Equations (6-155) and (6-156) relate the time-varying voltage distribution along the $z$ direction to the time-varying current distribution along the $z$ direction. While we have obtained these equations for the particular case of a structure consisting of two parallel plane conductors, they are general and hold for any structure consisting of two parallel, infinitely long, perfect conductors having arbitrary but uniform cross sections. To prove this, let us consider such a structure having the cross section shown in Fig. 6.27.


Fig. 6.27. For deriving the transmission-line equations.

For the sake of generality, we consider the dielectric to be imperfect with uniform conductivity $\sigma$ and also work with arbitrarily time-varying fields instead of sinusoidally time-varying fields. Thus the electric and magnetic fields between the conductors are given by

$$
\begin{align*}
\mathbf{E}(x, y, z, t) & =E_{x}(x, y, z, t) \mathbf{i}_{x}+E_{y}(x, y, z, t) \mathbf{i}_{y}  \tag{6-157a}\\
& =\mathbf{E}_{x y}(x, y, z, t) \\
\mathbf{H}(x, y, z, t) & =H_{x}(x, y, z, t) \mathbf{i}_{x}+H_{y}(x, y, z, t) \mathbf{i}_{y} \\
& =\mathbf{H}_{x y}(x, y, z, t) \tag{6-157b}
\end{align*}
$$

Substituting (6-157a) and (6-157b) in

$$
\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}
$$

we have

$$
\begin{equation*}
-\frac{\partial E_{y}}{\partial z} \mathbf{i}_{x}+\frac{\partial E_{x}}{\partial z} \mathbf{i}_{y}=-\frac{\partial B_{x}}{\partial t} \mathbf{i}_{x}-\frac{\partial B_{y}}{\partial t} \mathbf{i}_{y} \tag{6-158}
\end{equation*}
$$

Taking the cross product of both sides of $(6-158)$ with the unit vector $\mathbf{i}_{2}$,
we get

$$
-\frac{\partial E_{y}}{\partial z} \mathbf{i}_{y}-\frac{\partial E_{x}}{\partial z} \mathbf{i}_{x}=-\frac{\partial}{\partial t}\left(\mathbf{i}_{z} \times \mathbf{B}_{x y}\right)
$$

or

$$
\begin{equation*}
\frac{\partial \mathbf{E}_{x y}}{\partial z}=\frac{\partial}{\partial t}\left(\mathbf{i}_{z} \times \mathbf{B}_{x y}\right) \tag{6-159}
\end{equation*}
$$

Performing line integration of both sides of (6-159) from point $a$ on the inner conductor to point $b$ on the outer conductor, we have

$$
\int_{a}^{b} \frac{\partial \mathbf{E}_{x y}}{\partial z} \cdot d \mathbf{l}_{1}=\int_{a}^{b} \frac{\partial}{\partial t}\left(\mathbf{i}_{z} \times \mathbf{B}_{x y}\right) \cdot d \mathbf{l}_{1}
$$

or

$$
\begin{align*}
\frac{\partial}{\partial z} \int_{a}^{b} \mathbf{E}_{x y} \cdot d \mathbf{l}_{1} & =-\frac{\partial}{\partial t} \int_{a}^{b} \mathbf{B}_{x y} \cdot\left(\mathbf{i}_{z} \times d \mathbf{l}_{1}\right)  \tag{6-160}\\
& =-\frac{\partial}{\partial t} \int_{a}^{b} \mathbf{B}_{x y} \cdot \mathbf{i}_{n 1} d l_{1}
\end{align*}
$$

where $\mathbf{i}_{n 1}$ is the unit vector normal to $d \mathbf{l}_{1}$ as shown in Fig. 6.27. The integral on the left side of (6-160) is simply the voltage $V$ between the conductors in the plane in which the line integral is evaluated since the magnetic field has no $z$ component. The integral on the right side of $(6-160)$ is the magnetic flux per unit length in the $z$ direction, linking the inner conductor if the conductors are carrying a direct current equal to the current $I$ crossing the plane containing the path $a b$. It is therefore equal to $\mathcal{L I}$, where $\mathcal{L}$ is the inductande per unit length of the structure computed from static field considerations. Thus we have

$$
\begin{equation*}
\frac{\partial V(z, t)}{\partial z}=-\frac{\partial}{\partial t}[£ I(z, t)]=-£ \frac{\partial I(z, t)}{\partial t} \underline{t} \tag{6-161}
\end{equation*}
$$

Similarly, substituting (6-157a) and (6-157b) in

$$
\boldsymbol{\nabla} \times \mathbf{H}=\mathbf{J}_{c}+\frac{\partial \mathbf{D}}{\partial t}=\sigma \mathbf{E}+\frac{\partial \mathbf{D}}{\partial t}
$$

we have

$$
\begin{equation*}
-\frac{\partial H_{y}}{\partial z} \mathbf{i}_{x}+\frac{\partial H_{x}}{\partial z} \mathbf{i}_{y}=\sigma E_{x} \mathbf{i}_{x}+\sigma E_{y} \mathbf{i}_{y}+\frac{\partial D_{x}}{\partial t} \mathbf{i}_{x}+\frac{\partial D_{y}}{\partial t} \mathbf{i}_{y} \tag{6-16i2}
\end{equation*}
$$

Taking the cross product of both sides of (6-162) with the unit vector $\mathbf{i}_{z}$, we get

$$
-\frac{\partial H_{y}}{\partial z} \mathbf{i}_{y}-\frac{\partial H_{x}}{\partial z} \mathbf{i}_{x}=\sigma\left(\mathbf{i}_{z} \times \mathbf{E}_{x y}\right)+\frac{\partial}{\partial \tau}\left(\mathbf{i}_{z} \times \mathbf{D}_{x y}\right)
$$

or

$$
\begin{equation*}
\frac{\partial \mathbf{H}_{x y}}{\partial z}=-\sigma\left(\mathbf{i}_{z} \times \mathbf{E}_{x y}\right)-\frac{\partial}{\partial t}\left(\mathbf{i}_{z} \times \mathbf{D}_{x y}\right) \tag{6-163}
\end{equation*}
$$

Performing line integration of both sides of (6-163) around the closed path $C_{2}$ surrounding the inner conductor, we have

$$
\begin{align*}
& \oint_{C 2} \frac{\partial \mathbf{H}_{x y}}{\partial z} \cdot d \mathbf{l}_{2}=-\oint_{C 2} \sigma\left(\mathbf{i}_{z} \times \mathbf{E}_{x y}\right) \cdot d \mathbf{l}_{2}-\oint_{C_{2}} \frac{\partial}{\partial t}\left(\mathbf{i}_{z} \times \mathbf{D}_{x y}\right) \cdot d \mathbf{l}_{2} \\
& \text { or } \\
& \frac{\partial}{\partial z} \oint_{C_{2}} \mathbf{H}_{x y} \cdot d \mathbf{l}_{2}=-\oint_{C_{2}} \sigma \mathbf{E}_{x y} \cdot\left(d \mathbf{l}_{2} \times \mathbf{i}_{z}\right)-\frac{\partial}{\partial t} \oint_{C_{2}} \mathbf{D}_{x y} \cdot\left(d \mathbf{l}_{2} \times \mathbf{i}_{z}\right)  \tag{6-164}\\
&=-\oint_{C_{2}} \sigma \mathbf{E}_{x y} \cdot \mathbf{i}_{n 2} d l_{2}-\frac{\partial}{\partial t} \oint_{C_{2}} \mathbf{D}_{x y} \cdot \mathbf{i}_{n 2} d l_{2}
\end{align*}
$$

where $\mathbf{i}_{n 2}$ is the unit vector normal to $d \mathbf{l}_{2}$ on $C_{2}$ as shown in Fig. 6.27. The integral on the left side of ( $6-164$ ) is the current $I$ in the positive $z$ direction on the inner conductor (or the current in the negative $z$ direction on the outer conductor) crossing the plane in which the closed path $C_{2}$ lies since the electric field has no $z$ component. The first integral on the right side of (6-164) is the conduction current per unit length in the $z$ direction, flowing from the inner to the outer conductor if the voltage between the two conductors is a direct voltage equal to the voltage $V$ in the plane containing the path $C_{2}$. This current is equal to $\mathcal{G} V$, where $\mathcal{G}$ is the conductance per unit length computed from static field considerations. The second integral on the right side of (6-164) is the displacement flux, per unit length in the $z$ direction, from the inner to the outer conductor if the voltage between the two conductors is a direct voltage equal to the voltage $V$ in the plane containing the path $C_{2}$. This flux is equal to the magnitude of the charge per unit length on either conductor, which in turn is equal to $\mathfrak{C V}$, where $\mathfrak{C}$ is the capacitance per unit length computed from static field considerations. Thus we have

$$
\begin{align*}
\frac{\partial I(z, t)}{\partial z} & =-\mathcal{G} V(z, t)-\frac{\partial}{\partial t}[\mathfrak{C} V(z, t)] \\
& =-\mathcal{G} V(z, t)-\mathfrak{e} \frac{\partial V(z, t)}{\partial t} \tag{6-165}
\end{align*}
$$

Equations (6-161) and (6-165) describe the behavior of the voltage and current as functions of distance along the structure and of time. The structure itself is known as a transmission line since electromagnetic energy transmission occurs along the structure due to the time-varying fields, as we will learn later. Equations (6-161) and (6-165) are therefore known as the transmissionline equations. To obtain the circuit equivalent of the transmission-line. equations, let us consider a section of infinitesimal length $\Delta z$ along the line between $z$ and $z+\Delta z$. From (6-161) and (6-165), we then have

$$
\begin{aligned}
\operatorname{Lim}_{\Delta z \rightarrow 0} \frac{V(z+\Delta z, t)-V(z, t)}{\Delta z} & =-\mathfrak{L} \frac{\partial I(z, t)}{\partial t} \\
\operatorname{Lim}_{\Delta z \rightarrow 0} \frac{I(z+\Delta z, t)-I(z, t)}{\Delta z} & =\operatorname{Lim}_{\Delta z \rightarrow 0}\left[-乌 V(z+\Delta z, t)-\mathbb{C} \frac{\partial V(z+\Delta z, t)}{\partial t}\right]
\end{aligned}
$$

$$
\begin{align*}
& \text { or, for } \Delta z \rightarrow 0 \text {, } \\
& V(z+\Delta z, t)-V(z, t)=-\mathcal{L} \Delta z \frac{\partial I(z, t)}{\partial t}  \tag{6-166a}\\
& I(z+\Delta z, t)-I(z, t)=-乌 \Delta z V(z+\Delta z, t)-\mathbb{C} \Delta z \frac{\partial V\left(z+\frac{\Delta z}{\partial t} t\right)}{} \tag{6-166b}
\end{align*}
$$

The circuit theory equivalent of Eqs. (6-166a) and (6-166b) can be drawn as shown in Fig. 6.28 by recognizing that Eq. (6-166a) is Kirchhoff's voltage


Fig. 6.28. Circuit equivalent for an infinitesimal length $\Delta z$ of a transmission line.
law written for the loop $a b c d a$ and that Eq. (6-166b) is Kirchhoff's current law written for node $c$. Thus an infinitesimal length $\Delta z$ of the structure is equivalent to the circuit shown in Fig. 6.28 as $\Delta z \rightarrow 0$. It follows that the circuit representation for a portion of length $l$ of the structure consists of infinite number of such sections in cascade as shown in Fig. 6.29. In other


Fig. 6.29. Distributed circuit representation of a transmission line.
words, the structure can no longer be represented by a collection of lumped circuit elements. The conductance, capacitance, and inductance are "distributed" uniformly and overlappingly along the structure, giving rise to the concept of a "distributed circuit." Physically, the electric stored energy, the magnetic stored energy, and the power dissipation due to conduction current flow are distributed uniformly and overlappingly along the line.

Before we conclude this section, we wish to show that the power flow across any cross-sectional plane of the transmission line as computed from surface integration of the Poynting vector is equal to the product of the voltage and current in that plane. To do this, let us again consider the structure of Fig. 6.27. Considering an infinite plane surface (which is a spherical surface of infinite radius and hence a closed surface) in the cross-sectional plane and noting that the fields outside the conductors are zero, the power flow $P$ across any cross-sectional plane is simply the surface integral of the Poynting vector over the cross-sectional surface $S$ between the conductors. Thus

$$
\begin{align*}
P(z, t)= & \int_{S} \mathbf{E}_{x y}(z, t) \times \mathbf{H}_{x y}(z, t) \cdot \mathbf{i}_{z} d S \\
= & \int_{a}^{b} \oint_{C_{2}}\left(\mathbf{E}_{x y} \times \mathbf{H}_{x y}\right) \cdot\left(d \mathbf{l}_{1} \times d \mathbf{l}_{2}\right) \\
= & \int_{a}^{b} \oint_{C_{2}}\left(\mathbf{E}_{x y} \cdot d \mathbf{l}_{1}\right)\left(\mathbf{H}_{x y} \cdot d \mathbf{l}_{2}\right)  \tag{6-167}\\
& -\int_{a}^{b} \oint_{C_{2}}\left(\mathbf{E}_{x y} \cdot d \mathbf{l}_{2}\right)\left(\mathbf{H}_{x y} \cdot d \mathbf{l}_{1}\right)
\end{align*}
$$

Since we can always choose $C_{2}$ such that $d \mathbf{l}_{2}$ is everywhere normal to $\mathbf{E}_{x y}$ or, alternatively, since we can always choose the path $a b$ such that $d \mathbf{l}_{1}$ is everywhere normal to $\mathbf{H}_{x y}$, the second integral on the right side of (6-167) is equal to zero. Since $\int_{a}^{b} \mathbf{E}_{x y} \cdot d \mathbf{l}_{1}$ is independent of the path on $S$ chosen from $a$ to $b$ or, alternatively, since $\oint_{C_{2}} \mathbf{H}_{x y} \cdot d \mathbf{l}_{2}$ is independent of the contour $C_{2}$ on $S$, Eq. (6-167) simplifies to

$$
\begin{align*}
P(z, t) & =\left(\int_{a}^{b} \mathbf{E}_{x y} \cdot d \mathbf{l}_{1}\right)\left(\oint_{C_{2}} \mathbf{H}_{x y} \cdot d \mathbf{l}_{2}\right)  \tag{6-168}\\
& =V(z, t) I(z, t)
\end{align*}
$$

which is the desired result.

## PART II. Electromagnetic Waves

### 6.8 The Wave Equation; Uniform Plane Waves and Transmission-Line Waves

In Section 4.11 we stated that time-varying electric and magnetic fields give rise to the phenomenon of electromagnetic wave propagation. In this section we introduce the topic of wave propagation. Let us consider a perfect dielectric region free of charges and for which $\mu$ and $\epsilon$ are constants. Maxwell's equations for such a medium are

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \mathbf{D} & =0  \tag{6-169a}\\
\boldsymbol{\nabla} \cdot \mathbf{B} & =0  \tag{6-169b}\\
\boldsymbol{\nabla} \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{6-169c}\\
\boldsymbol{\nabla} \times \mathbf{H} & =\frac{\partial \mathbf{D}}{\partial t} \tag{6-169~d}
\end{align*}
$$

Taking the curl of both sides of (6-169c), we have

$$
\begin{equation*}
\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{E}=-\nabla \times \frac{\partial \mathbf{B}}{\partial t} \tag{6-170}
\end{equation*}
$$

Using the vector identity

$$
\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{A} \equiv \boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \mathbf{A})-\nabla^{2} \mathbf{A}
$$

for the left side of ( $6-170$ ) and interchanging $\partial / \partial t$ and the curl operation on the right side since the curl operation has to do with differentiation with respect to space coordinates, we obtain

$$
\begin{equation*}
\nabla(\nabla \cdot \mathbf{E})-\nabla^{2} \mathbf{E}=-\frac{\partial}{\partial t}(\nabla \times \mathbf{B}) \tag{6-171}
\end{equation*}
$$

However, from (6-169a), $\nabla \cdot \mathbf{E}=0$ and from ( $6-169 \mathrm{~d}$ ), $\nabla \times \mathbf{B}=\mu \epsilon \partial \mathrm{E} / \partial t$. Thus (6-171) reduces to

$$
\begin{equation*}
\nabla^{2} \mathbf{E}=\mu \epsilon \frac{\partial^{2} \mathbf{E}}{\partial t^{2}} \tag{6-172}
\end{equation*}
$$

For sinusoidally time-varying fields, we have the phasor form of (6-172) as

$$
\begin{equation*}
\nabla^{2} \overline{\mathbf{E}}=-\omega^{2} \mu \epsilon \overline{\mathbf{E}} \tag{6-173}
\end{equation*}
$$

Note that the left side of (6-172) is the Laplacian of a vector and not of a scalar. Equation (6-172) is known as the vector wave equation. Equating the like components on either side of (6-172), we obtain three scalar wave
equations. Thus, in cartesian coordinates, we have

$$
\begin{aligned}
& \nabla^{2} E_{x}=\mu \epsilon \frac{\partial^{2} E_{x}}{\partial t^{2}} \\
& \nabla^{2} E_{y}=\mu \epsilon \frac{\partial^{2} E_{y}}{\partial t^{2}} \\
& \nabla^{2} E_{z}=\mu \epsilon \frac{\partial^{2} E_{z}}{\partial t^{2}}
\end{aligned}
$$

In the most general case, we can have all three components of $\mathbf{E}$ and each one of these can be dependent on all three space coordinates $x, y$, and $z$ and on time. But let us assume for simplicity that $E_{y}=E_{z}=0$. Then we have

$$
\begin{equation*}
\nabla^{2} E_{x}=\frac{\partial^{2} E_{x}}{\partial x^{2}}+\frac{\partial^{2} E_{x}}{\partial y^{2}}+\frac{\partial^{2} E_{x}}{\partial z^{2}}=\mu \epsilon \frac{\partial^{2} E_{x}}{\partial t^{2}} \tag{6-174}
\end{equation*}
$$

We are still faced with a three-dimensional second-order partial differential equation. Our aim at present is to illustrate that time-varying electric and magnetic fields give rise to electromagnetic wave propagation. Hence let us simplify the problem further by assuming that $E_{x}$ is independent of $x$ and $y$. Thus

$$
\begin{equation*}
\mathbf{E}=E_{x}(z, t) \mathbf{i}_{x} \tag{6-175}
\end{equation*}
$$

and Eq. (6-174) simplifies to

$$
\begin{equation*}
\frac{\partial^{2} E_{x}}{\partial z^{2}}=\mu \epsilon \frac{\partial^{2} E_{x}}{\partial t^{2}} \tag{6-176}
\end{equation*}
$$

Equation (6-176) is the one-dimensional scalar wave equation. Its solution can be found by using the Laplace transform technique or the separation of variables technique. However, we will here write down the solution and show that it indeed satisfies the equation. Thus let us consider

$$
\begin{equation*}
E_{x}(z, t)=A f(t-\sqrt{\mu \epsilon} z)+B g(t+\sqrt{\mu \epsilon} z) \tag{6-177}
\end{equation*}
$$

where $f$ and $g$ are any functions of the respective arguments and $A$ and $B$ are arbitrary constants. Then

$$
\begin{align*}
& \frac{\partial E_{x}}{\partial z}=-A \sqrt{\mu \epsilon} f^{\prime}(t-\sqrt{\mu \epsilon} z)+B g^{\prime}(t+\sqrt{\mu \epsilon} z) \\
& \frac{\partial^{2} E_{x}}{\partial z^{2}}=A \mu \epsilon f^{\prime \prime}(t-\sqrt{\mu \epsilon} z)+B \mu \epsilon g^{\prime \prime}(t+\sqrt{\mu \epsilon} z)  \tag{6-178a}\\
& \frac{\partial E_{x}}{\partial t}=A f^{\prime}(t-\sqrt{\mu \epsilon} z)+B g^{\prime}(t+\sqrt{\mu \epsilon} z) \\
& \frac{\partial^{2} E_{x}}{\partial t^{2}}=A f^{\prime \prime}(t-\sqrt{\mu \epsilon} z)+B g^{\prime \prime}(t+\sqrt{\mu \epsilon} z) \tag{6-178b}
\end{align*}
$$

where the primes denote differentiation with respect to the respective arguments. From ( $6-178$ a) and ( $6-178$ b), we note that ( $6-177$ ) satisfies ( $6-176$ )
and hence is the solution for (6-176). The forms of the functions $f$ and $g$ depend upon the particular problem under consideration. Some examples are $\cos \omega(t-\sqrt{\mu \epsilon} z), e^{-(t-\sqrt{\mu \epsilon} z)^{2}}$, and $(t+\sqrt{\mu \epsilon} z) \sin (t+\sqrt{\mu \epsilon} z)$. In the general case, the solution can be a superposition of several different functions of $(t-\sqrt{\mu \epsilon} z)$ and $(t+\sqrt{\mu \epsilon} z)$.

To discuss the meaning of the functions $f$ and $g$ in the solution for $E_{x}^{\prime}$, let us consider a specific example

$$
f(t-\sqrt{\mu \epsilon} z)=e^{-(t-\sqrt{\mu \epsilon z})} u(t-\sqrt{\mu \epsilon} z)
$$

Assigning one value for $t$ at a time, we can obtain a series of functions of $z$. The time history of these functions can be illustrated conveniently by a three-dimensional plot in which the three axes represent time $t$, distance $z$, and the value of the function $f$. Such a plot for the function under consideration is shown in Fig. 6.30. We note from Fig. 6.30 that the function of $z$ at


Fig. 6.30. Three-dimensional representation of the function
 wave.
any value of time is exactly the same as the function of $z$ at a preceding value of time but shifted towards the direction of increasing $z$. For example, by following the peak in the function, we note that from time $t=0$ to time $t=1$, the peak shifts from $z=0$ to $z=1 / \sqrt{\mu \epsilon}$. Thus the function $f(t-\sqrt{\mu \epsilon} z)$ represents a waveform traveling in the positive $z$ direction with a velocity $1 / \sqrt{\mu \epsilon}$. The solution is said to correspond to a traveling wave in the positive $z$ direction, or a ( + ) wave. The word "wave" is used here in the sense that it represents any arbitrary function of $z$ and not necessarily a sinusoidally
varying function of $z$. The fact that the velocity of propagation is $1 / \sqrt{\mu \epsilon}$ can be proved in general by following any particular point of the function and noting down its positions $z_{1}$ and $z_{2}$ for two times $t_{1}$ and $t_{2}$. Obviously then,

$$
t_{1}-\sqrt{\mu \epsilon} z_{1}=t_{2}-\sqrt{\mu \epsilon} z_{2}
$$

or the velocity of propagation is

$$
v=\frac{z_{2}-z_{1}}{t_{2}-t_{1}}=\frac{1}{\sqrt{\mu \epsilon}}
$$

Note that the units of $1 / \sqrt{\mu \epsilon}$ are

$$
\left[\frac{\text { newtons }}{(\text { ampere })^{2}} \times \frac{(\text { coulomb })^{2}}{(\text { newton })(\text { meter })^{2}}\right]^{-1 / 2}=\frac{\text { ampere-meters }}{\text { coulomb }}=\frac{\text { meters }}{\text { second }}
$$

For free space, $1 / \sqrt{\mu \epsilon}=1 / \sqrt{\mu_{0} \epsilon_{0}}=3 \times 10^{8} \mathrm{~m} / \mathrm{sec}$, which is the velocity of light.

We now suspect that the function $g(t+\sqrt{\mu \epsilon} z)$ represents wave motion in the direction of decreasing values of $z$, that is, in the negative $z$ direction. To check if this is true, we note that, to follow a particular point associated with the function, an observer has to move in space and time such that

$$
t+\sqrt{\mu \epsilon} z=\mathrm{constant}
$$

or

$$
d t+\sqrt{\mu \epsilon} d z=0
$$

or the velocity with which the observer has to move in the positive $z$ direction is

$$
v=\frac{d z}{d t}=-\frac{1}{\sqrt{\mu \epsilon}}
$$

The negative sign for the velocity signifies that the observer must actually move in the negative $z$ direction with a velocity of $1 / \sqrt{\mu \epsilon}$. Thus the function $g(t+\sqrt{\mu \epsilon} z)$ does indeed represent a traveling wave in the negative $z$ direction, or a $(-)$ wave.

Now, the solution for the magnetic field associated with the electric field can be obtained by substituting ( $6-177$ ) into $(6-169 \mathrm{c})$. Thus we obtain

$$
-\frac{\partial \mathbf{B}}{\partial t}=\frac{\partial E_{x}}{\partial z} \mathbf{i}_{y}=\left[-A \sqrt{\mu \epsilon} f^{\prime}(t-\sqrt{\mu \epsilon} z)+B \sqrt{\mu \epsilon} g^{\prime}(t+\sqrt{\mu \epsilon} z)\right] \mathbf{i}_{y}
$$

or

$$
\mathbf{H}=H_{y}(z, t) \mathbf{i}_{y}=\left[A \sqrt{\frac{\epsilon}{\mu}} f(t-\sqrt{\mu \epsilon} z)-B \sqrt{\frac{\epsilon}{\mu}} g(t+\sqrt{\mu \epsilon} z)\right] \mathbf{i}_{y}
$$

Defining

$$
\begin{equation*}
\eta=\sqrt{\frac{\mu}{\epsilon}} \tag{6-179}
\end{equation*}
$$

we have

$$
\begin{equation*}
H_{y}(z, t)=\frac{1}{\eta}[A f(t-\sqrt{\mu \epsilon} z)-B g(t+\sqrt{\mu \epsilon} z)] \tag{6-180}
\end{equation*}
$$

The quantity $\eta$ is known as the intrinsic or characteristic impedance of the medium. Note that the units of $\eta$ are

$$
\left[\frac{\text { newtons }}{(\text { ampere })^{2}} \div \frac{(\text { coulomb })^{2}}{(\text { newton })(\text { meter })^{2}}\right]^{1 / 2}=\frac{\text { newton-meters }}{\text { coulomb-ampere }}=\frac{\text { volts }}{\text { ampere }}=\text { ohms }
$$

For free space, $\eta=\eta_{0}=\sqrt{\mu_{0} / \epsilon_{0}}=120 \pi$ or 377 ohms.
Denoting the electric fields in the ( + ) and ( - ) waves as $E_{x}^{+}$and $E_{x}^{-}$, respectively, and the magnetic fields in the ( + ) and ( - ) waves as $H_{y}^{+}$and $H_{y}^{-}$, respectively, we have

$$
\begin{align*}
& E_{x}=E_{x}^{+}+E_{x}^{-}  \tag{6-181a}\\
& H_{y}=H_{y}^{+}+H_{y}^{-} \tag{6-181b}
\end{align*}
$$

Comparing (6-181a) and (6-181b) with (6-177) and (6-180), respectively, we note that

$$
\begin{equation*}
H_{y}^{+}=\frac{E_{x}^{+}}{\eta} \quad \text { and } \quad H_{y}^{-}=-\frac{E_{x}^{-}}{\eta} \tag{6-182}
\end{equation*}
$$

The Poynting vectors associated with the $(+)$ and $(-)$ waves are

$$
\begin{align*}
& \mathbf{P}^{+}=E_{x}^{+} \mathbf{i}_{x} \times H_{y}^{+} \mathbf{i}_{y}=E_{x}^{+} \mathbf{i}_{x} \times \frac{E_{x}^{+}}{\eta} \mathbf{i}_{x}=\frac{\left(E_{x}^{+}\right)^{2}}{\eta} \mathbf{i}_{z}  \tag{6-183a}\\
& \mathbf{P}^{-}=E_{x}^{-} \mathbf{i}_{x} \times H_{y}^{-} \mathbf{i}_{y}=\left(E_{x}^{-} \mathbf{i}_{x}\right) \times\left(-\frac{E_{x}^{-}}{\eta} \mathbf{i}_{y}\right)=-\frac{\left(E_{x}^{-}\right)^{2}}{\eta} \mathbf{i}_{z} \tag{6-183b}
\end{align*}
$$

Equations (6-183a) and (6-183b) indicate that the power flow associated with the $(+)$ wave is indeed in the positive $z$ direction and the power flow associated with the $(-)$ wave is indeed in the negative $z$ direction.

Summarizing what we have learned thus far in this section, time-varying electric and magnetic fields give rise to electromagnetic wave propagation. A simple solution consists of waves traveling in the positive and negative $z$ directions and having electric fields entirely in the $x$ direction and magnetic fields entirely in the $y$ direction. Furthermore, the fields are uniform in the planes transverse to the direction of propagation, that is, in the planes $z=$ constant. For this reason they are known as uniform plane waves. In reality, uniform plane waves do not exist. However, at distances far from a radiating antenna and the ground, the radiated waves are approximately uniform plane waves. The uniform plane waves are a very important building block in the study of electromagnetic waves.

Example 6-18. A uniform plane wave traveling in the positive $z$ direction in free space has its electric field entirely along the $x$ direction. The time variation of the electric field intensity in the $z=0$ plane is shown in Fig. 6.31(a). Find and sketch the variation with $z$ of the magnetic field intensity at $t=2 \mu \mathrm{sec}$.

The magnetic field intensity is entirely in the $y$ direction and its value for any $(z, t)$ is equal to the value of the corresponding electric field intensity


Fig. 6.31. (a) Electric field intensity in the $z=0$ plane versus time. (b) Magnetic field intensity at $t=2 \mu \mathrm{sec}$ versus $z$ for the uniform plane wave of Example 6.18.
divided by 377 ohms. The velocity of propagation of the wave in free space is $3 \times 10^{8} \mathrm{~m} / \mathrm{sec}$. Since the wave is propagating in the positive $z$ direction, an amplitude which exists in the $z=0$ plane at any time $t$ must exist in the plane $z=\left(2 \times 10^{-6}-t\right) \times 3 \times 10^{8} \mathrm{~m}$ at $t=2 \mu \mathrm{sec}$. Hence the variation with $z$ of the magnetic field intensity at $t=2 \mu \mathrm{sec}$ is as shown in Fig. 6.31(b).

We now direct our attention to the $(+)$ wave to define certain important parameters for the sinusoidally time-varying case and to develop expressions for the fields in a uniform plane wave traveling in an arbitrary direction with reference to a coordinate system. Let us consider a uniform plane wave characterized by sinusoidally time-varying electric and magnetic fields given by

$$
\begin{align*}
& \mathbf{E}(z, t)=E_{0} \cos \left[\omega(t-\sqrt{\mu \epsilon} z)+\phi_{0}\right] \mathbf{i}_{x}  \tag{6-184a}\\
& \mathbf{H}(z, t)=\frac{E_{0}}{\sqrt{\mu^{\prime} \epsilon}} \cos \left[\omega(t-\sqrt{\mu \epsilon} z)+\phi_{0}\right] \mathbf{i}_{y} \tag{6-184b}
\end{align*}
$$

where $E_{0}$ and $\phi_{0}$ are constants. At any particular value of $z$, say $z_{0}$, the fields vary with time in the manner shown in Fig. 6.32(a). Any particular value of the field repeats in time at intervals of $2 \pi / \omega$. The number of times the value repeats in 1 sec is equal to $\omega / 2 \pi$ or $f$, which is the well-known parameter frequency. At any particular value of time, say $t=t_{0}$, the fields vary with distance $z$ in the manner shown in Fig. 6.32(b). Any particular value of the field repeats in distance at intervals of $2 \pi / \omega \sqrt{\mu \epsilon}$. This interval is known as the wavelength, $\lambda$. Thus

$$
\begin{equation*}
\lambda=\frac{2 \pi}{\omega \sqrt{\mu \epsilon}}=\frac{1}{f \sqrt{\mu \epsilon}} \tag{6-185}
\end{equation*}
$$

But $1 / \sqrt{\mu \epsilon}$ is the velocity of propagation of the wave. In this case, it is known
(a)

(b)


Fig. 6.32. (a) Electric field intensity in a $z=$ constant plane versus time. (b) Electric field intensity at a fixed time versus $z$, for a uniform plane wave in the sinusoidal steady state and traveling in the $z$ direction.
as the phase velocity since the argument of the cosine function is known as the phase and an observer has.to travel with a velocity $1 / \sqrt{\mu \epsilon}$ in the $z$ direction to follow a constant phase of the field, that is, to stay on a particular constant phase surface. The constant phase surfaces are the planes $z=$ constant. Denoting the phase velocity by $v_{p}$, we have

$$
\begin{equation*}
v_{p}=\frac{1}{\sqrt{\mu \epsilon}} \tag{6-186}
\end{equation*}
$$

Substituting (6-186) into (6-185), we get

$$
\begin{equation*}
v_{p}=\lambda f \tag{6-187}
\end{equation*}
$$

Equation (6-187) is an important relationship which relates the space and time variations of the fields in an electromagnetic wave. For free space, Eq. (6-187) gives a simple formula

$$
(\text { wavelength in meters }) \times(\text { frequency in megahertz })=300
$$

The quantity $\omega \sqrt{\mu} \bar{\epsilon}$ is the rate at which the phase changes with distance $z$ at any particular time. It is known as the phase constant and is denoted by $\beta$. Thus

$$
\begin{equation*}
\beta=\omega \sqrt{\mu} \bar{\epsilon} \tag{6.188}
\end{equation*}
$$

and

$$
\begin{align*}
\lambda & =\frac{2 \pi}{\beta}  \tag{6-189}\\
v_{p} & =\frac{\omega}{\beta} \tag{6-190}
\end{align*}
$$

The units of $\beta$ are (radians/second)(seconds/meter) or radians per meter.
For a wave traveling in the $z$ direction, the phase changes most rapidly in the $z$ direction since, looking in any other direction, the distance between any two particular constant phase surfaces is longer than the distance between the same two constant phase surfaces as seen looking in the $z$ direction, as shown in Fig. 6.33. Thus, if we choose the coordinate system such


Fig. 6.33. Distances between two constant phase surfaces for a uniform plane wave as seen along different directions.
that the wave is traveling in an arbitrary direction with reference to the coordinate system, the rates at which the phase changes along the coordinate axes are all less than the rate at which the phase changes along the direction of propagation which is normal to the constant phase surfaces. Denoting the phase constants along the $x, y$, and $z$ directions by $\beta_{x}, \beta_{y}$, and $\beta_{z}$, respectively, and the phase at the origin at $t=0$ by $\phi_{0}$, we note that the phase at any point $(x, y, z)$ is $\omega t-\left(\beta_{x} x+\beta_{y} y+\beta_{z} z\right)+\phi_{0}$. The constant phase surfaces are the planes given by

$$
\begin{equation*}
\beta_{x} x+\beta_{y} y+\beta_{z} z=\text { constant } \tag{6-191}
\end{equation*}
$$

The direction of the gradient of the scalar function $\beta_{x} x+\beta_{y} y+\beta_{z} z$ is the direction of the normal to the constant phase surfaces and hence is the direction of propagation whereas the magnitude of the gradient gives the rate of change of phase with distance or the phase constant $\beta$ along the normal and hence along the direction of propagation. Thus, noting that

$$
\nabla\left(\beta_{x} x+\beta_{y} y+\beta_{z} z\right)=\beta_{x} \mathbf{i}_{x}+\beta_{y} \mathbf{i}_{y}+\beta_{z} \mathbf{i}_{z}
$$

the direction of propagation is along the vector $\beta_{x} \mathbf{i}_{x}+\beta_{y} \mathbf{i}_{y}+\beta_{z} \mathbf{i}_{z}$ and the phase constant along the direction of propagation is

$$
\begin{equation*}
\beta=\left(\beta_{x}^{2}+\beta_{y}^{2}+\beta_{z}^{2}\right)^{1 / 2} \tag{6-192}
\end{equation*}
$$

We can combine these two facts by defining vector $\boldsymbol{\beta}$ as

$$
\begin{equation*}
\boldsymbol{\beta}=\beta_{x} \mathbf{i}_{x}+\beta_{y} \mathbf{i}_{y}+\beta_{z} \mathbf{i}_{z} \tag{6-193}
\end{equation*}
$$

so that the direction of $\boldsymbol{\beta}$ is the direction of propagation and the magnitude of $\boldsymbol{\beta}$ is the phase constant. Hence $\boldsymbol{\beta}$ is known as the propagation vector. The phase at any point $(x, y, z)$ can then be written as $\omega t-\boldsymbol{\beta} \cdot \mathbf{r}+\phi_{0}$, where $\mathbf{r}$ is the position vector $x \mathbf{i}_{x}+y \mathbf{i}_{y}+z \mathbf{i}_{z}$.

Denoting the electric field intensity in the plane of zero phase as $\mathbf{E}_{0}$, we can now write the expression for the electric field intensity vector associated with a uniform plane wave propagating along the direction of $\boldsymbol{\beta}$ as

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}_{0} \cos \left(\omega t-\boldsymbol{\beta} \cdot \mathbf{r}+\phi_{0}\right) \tag{6-194a}
\end{equation*}
$$

or the complex vector as

$$
\begin{equation*}
\overline{\mathbf{E}}=\mathbf{E}_{0} e^{j \phi_{0}} e^{-j \beta \cdot \mathbf{r}}=\overline{\mathbf{E}}_{0} e^{-j \beta \cdot \mathbf{r}} \tag{6-194b}
\end{equation*}
$$

where $\overline{\mathbf{E}}_{0}=\mathbf{E}_{0} e^{j \phi_{0}}$. Since $\mathbf{E}_{0}$ must be entirely transverse to the direction of propagation, it follows that

$$
\begin{equation*}
\boldsymbol{\beta} \cdot \mathbf{E}_{0}=0 \quad \text { or } \quad \boldsymbol{\beta} \cdot \overline{\mathbf{E}}_{0}=0 \tag{6-195}
\end{equation*}
$$

Similarly, the magnetic field intensity vector associated with the wave which is in phase with $\mathbf{E}$ can be written as

$$
\begin{equation*}
\mathbf{H}=\mathbf{H}_{0} \cos \left(\omega t-\boldsymbol{\beta} \cdot \mathbf{r}+\phi_{0}\right) \tag{6-196a}
\end{equation*}
$$

or the complex vector as

$$
\begin{equation*}
\overline{\mathbf{H}}=\mathbf{H}_{0} e^{j \phi_{0}} e^{-j \beta \cdot r}=\overline{\mathbf{H}}_{0} e^{-j \beta \cdot r} \tag{6-196b}
\end{equation*}
$$

where $\overline{\mathbf{H}}_{0}=\mathbf{H}_{0} e^{j \phi_{0}}$. Since $\mathbf{H}_{0}$ must be entirely transverse to the direction of propagation, it follows that

$$
\begin{equation*}
\boldsymbol{\beta} \cdot \mathbf{H}_{0}=0 \quad \text { or } \quad \boldsymbol{\beta} \cdot \overline{\mathbf{H}}_{0}=0 \tag{6-197}
\end{equation*}
$$

Furthermore $\mathbf{E}_{0}$ and $\mathbf{H}_{0}$ must be normal to each other with their cross product (Poynting vector) pointing in the direction of propagation and with the ratio of their magnitudes given by

$$
\begin{equation*}
\frac{E_{0}}{H_{0}}=\sqrt{\frac{\mu}{\epsilon}}=\frac{\omega \mu}{\omega \sqrt{\mu \epsilon}}=\frac{\omega \mu}{\beta} \tag{6-198}
\end{equation*}
$$

In vector notation, we express the preceding statement as

$$
\begin{equation*}
\mathbf{H}_{0}=\frac{1}{\omega \mu} \boldsymbol{\beta} \times \mathbf{E}_{0} \tag{6-199}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\overline{\mathbf{H}}=\frac{1}{\omega \mu} \boldsymbol{\beta} \times \overline{\mathbf{E}} \tag{6-200}
\end{equation*}
$$

These properties associated with a uniform plane wave are illustrated in Fig. 6.34.

The wavelength $\lambda$ along the direction of propagation is given by

$$
\begin{equation*}
\lambda=\frac{2 \pi}{\beta} \tag{6-201}
\end{equation*}
$$



Fig. 6.34. For illustrating the various. concepts associated with a uniform plane wave traveling in an arbitrary direction.

The apparent wavelengths $\lambda_{x}, \lambda_{y}$, and $\lambda_{z}$ along the coordinate axes $x, y$, and $z$, respectively, as shown in Fig. 6.34 are given by

$$
\begin{equation*}
\lambda_{x}=\frac{2 \pi}{\beta_{x}} \quad \lambda_{y}=\frac{2 \pi}{\beta_{y}} \quad \lambda_{z}=\frac{2 \pi}{\beta_{z}} \tag{6-202}
\end{equation*}
$$

Substituting (6-201) and (6-202) into (6-192), we have

$$
\begin{equation*}
\frac{1}{\lambda^{2}}=\frac{1}{\lambda_{x}^{2}}+\frac{1}{\lambda_{y}^{2}}+\frac{1}{\lambda_{z}^{2}} \tag{6-203}
\end{equation*}
$$

The phase velocity along the direction of propagation is given by

$$
\begin{equation*}
v_{p}=\frac{\omega}{\beta} \tag{6-204}
\end{equation*}
$$

For an observer moving along the $x$ axis, $y$ and $z$ are constants. Hence the observer has to travel with a velocity equal to $\omega / \beta_{x}$ to remain on a particular constant phase surface. This velocity is known as the apparent phase velocity in the $x$ direction. Thus the apparent phase velocities $v_{p x}, v_{p y}$, and $v_{p z}$ in the $x, y$, and $z$ directions are

$$
\begin{equation*}
v_{p x}=\frac{\omega}{\beta_{x}} \quad v_{p y}=\frac{\omega}{\beta_{y}} \quad v_{p z}=\frac{\omega}{\beta_{z}} \tag{6-205}
\end{equation*}
$$

Substituting (6-204) and (6-205) into (6-192), we have

$$
\begin{equation*}
\frac{1}{v_{p}^{2}}=\frac{1}{v_{p x}^{2}}+\frac{1}{v_{p y}^{2}}+\frac{1}{v_{p z}^{2}} \tag{6-206}
\end{equation*}
$$

Note that the apparent wavelengths and phase velocities along the coordinate axes are greater than the wavelength and the phase velocity, respectively, along the direction of propagation, since the phase changes less rapidly with distance along the coordinate axes than along the direction of profagation. We will now consider an example to consolidate our understandirot of the uniform plane wave propagating in an arbitrary direction with reference to a set of coordinate axes.

Example 6-19. The orientation of the propagation vector $\boldsymbol{\beta}$ for a uniform plane wave of 12 MHz propagating in free space is as shown in Fig. 6.35. It makes


Fig. 6.35. Orientation of the propagation vector $\boldsymbol{\beta}$ for the uniform plane wave of Example 6-19.
an angle of $30^{\circ}$ upwards with the horizontal ( $x y$ ) plane and its projection on the $x y$ plane makes an angle of $60^{\circ}$ with the $x$ axis. The electric field intensity has no upward ( $z$ ) component and its magnitude as a function of time at $x=0, y=0$ and $z=0$ is $10 \cos \left(\omega t-30^{\circ}\right)$ volts $/ \mathrm{m}$, where $\omega$ is the angular frequency. It is desired to find the expressions for the complex field vectors $\overline{\mathbf{E}}$ and $\overline{\mathbf{H}}$.

Since the medium is free space, the phase velocity along the propagation vector is $1 / \sqrt{\mu_{0} \epsilon_{0}}=3 \times 10^{8} \mathrm{~m} / \mathrm{sec}$. From (6-204), we have

$$
\beta=\frac{\omega}{v_{p}}=\frac{2 \pi f}{v_{p}}=\frac{2 \pi \times 12 \times 10^{6}}{3 \times 10^{8}}=0.08 \pi
$$

From the given orientation of the propagation vector, we have

$$
\begin{aligned}
\boldsymbol{\beta} & =0.08 \pi\left(\cos 30^{\circ} \cos 60^{\circ} \mathbf{i}_{x}+\cos 30^{\circ} \sin 60^{\circ} \mathbf{i}_{y}+\sin 30^{\circ} \mathbf{i}_{z}\right) \\
& =0.02 \pi\left(\sqrt{3} \mathbf{i}_{x}+3 \mathbf{i}_{y}+2 \mathbf{i}_{z}\right)
\end{aligned}
$$

The solution for $\overline{\mathbf{E}}$ is of the form $\overline{\mathbf{E}}_{0} e^{-j \mathrm{p} \cdot \mathrm{r}}$. Since $\mathbf{E}$ has no $z$ component, we can write

$$
\overline{\mathbf{E}}_{0}=\bar{E}_{x 0} \mathbf{i}_{x}+\bar{E}_{y 0} \mathbf{i}_{y}
$$

From (6-195), we have

$$
\boldsymbol{\beta} \cdot \overline{\mathbf{E}}_{0}=\beta_{x} \bar{E}_{x 0}+\beta_{y} \bar{E}_{y 0}=0
$$

Since $\beta_{x}$ and $\beta_{y}$ are both real, $\bar{E}_{x 0}$ and $\bar{E}_{y 0}$ must be either in phase or in phase opposition for the above equation to be true. Hence let

$$
\bar{E}_{x 0}=E_{x 0} e^{j \alpha} \quad \text { and } \quad \bar{E}_{y 0}=E_{y 0} e^{j \alpha}
$$

so that

$$
\overline{\mathbf{E}}_{0}=\left(E_{x 0} \mathbf{i}_{x}+E_{y 0} \mathbf{i}_{y}\right) e^{j \alpha}
$$

and

$$
\beta_{x} E_{x 0}+\beta_{y} E_{y 0}=0.02 \pi\left(\sqrt{3} E_{x 0}+3 E_{y 0}\right)=0
$$

or

$$
E_{x 0}=-\sqrt{3} E_{y 0}
$$

From the given function of time for the electric field intensity magnitude at $x=0, y=0$ and $z=0$, that is, $\mathbf{r}=0$, we have

$$
\left|E_{x 0} \mathbf{i}_{x}+E_{y 0} \mathbf{i}_{y}\right| e^{j \alpha}=10 e^{-j 30^{\circ}}
$$

or

$$
\left|E_{x 0} \mathbf{i}_{x}+E_{y 0} \mathbf{i}_{y}\right|=\left[E_{x 0}^{2}+E_{y 0}^{2}\right]^{1 / 2}=10 \quad \text { and } \quad \alpha=-\frac{\pi}{6}
$$

Substituting $E_{x 0}=-\sqrt{3} E_{y 0}$ in the above equation, we obtain $4 E_{y 0}^{2}=100$ or $E_{y 0}=5$ and $E_{x 0}=-5 \sqrt{3}$. Thus

$$
\overline{\mathbf{E}}_{0}=\left(-5 \sqrt{3} e^{-j \pi / 6} \mathbf{i}_{x}+5 e^{-j \pi / 6} \mathbf{i}_{y}\right)
$$

The required expression for $\mathbf{E}$ is then given by

$$
\overline{\mathbf{E}}=5\left(-\sqrt{3} \mathbf{i}_{x}+\mathbf{i}_{y}\right) e^{-j \pi / 6} e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)}
$$

The corresponding expression for $\overline{\mathbf{H}}$ can be obtained by using (6-200) as
follows:

$$
\begin{aligned}
\overline{\mathbf{H}} & =\frac{1}{\omega \mu} \boldsymbol{\beta} \times \overline{\mathbf{E}} \\
& =\frac{1}{96 \pi}\left|\begin{array}{ccc}
\mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} \\
\sqrt{3} & 3 & 2 \\
-\sqrt{3} & 1 & 0
\end{array}\right| e^{-j \pi / 6} e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)} \\
& =\frac{1}{48 \pi}\left(-\mathbf{i}_{x}-\sqrt{3} \mathbf{i}_{y}+2 \sqrt{3} \mathbf{i}_{z}\right) e^{-j \pi / 6} e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)}
\end{aligned}
$$

We can also find the wavelength along the direction of propagation and the apparent wavelengths and velocities of propagation along the $x, y$, and $z$ axes. Thus

$$
\begin{aligned}
\lambda & =\frac{2 \pi}{\beta}=\frac{2 \pi}{0.08 \pi}=25 \mathrm{~m} \\
\lambda_{x} & =\frac{2 \pi}{\beta_{x}}=\frac{2 \pi}{0.02 \sqrt{3} \pi}=57.7 \mathrm{~m} \\
\lambda_{y} & =\frac{2 \pi}{\beta_{y}}=\frac{2 \pi}{0.06 \pi}=33.3 \mathrm{~m} \\
\lambda_{z} & =\frac{2 \pi}{\beta_{z}}=\frac{2 \pi}{0.04 \pi}=50 \mathrm{~m} \\
v_{p x} & =\frac{\omega}{\beta_{x}}=\frac{24 \pi \times 10^{6}}{0.02 \sqrt{3} \pi}=6.928 \times 10^{8} \mathrm{~m} / \mathrm{sec} \\
v_{p y} & =\frac{\omega}{\beta_{y}}=\frac{24 \pi \times 10^{6}}{0.06 \pi}=4 \times 10^{8} \mathrm{~m} / \mathrm{sec} \\
v_{p z} & =\frac{\omega}{\beta_{z}}=\frac{24 \pi \times 10^{6}}{0.04 \pi}=6 \times 10^{8} \mathrm{~m} / \mathrm{sec}
\end{aligned}
$$

Note that

$$
\frac{1}{57.7^{2}}+\frac{1}{33.3^{2}}+\frac{1}{50^{2}}=\frac{1}{25^{2}}
$$

and

$$
\frac{1}{6.928^{2}}+\frac{1}{4^{2}}+\frac{1}{6^{2}}=\frac{1}{3^{2}}
$$

in agreement with (6-203) and (6-206), respectively.
In Section 4.9 we discussed polarization of vector fields. The fields we found in the preceding example are linearly polarized. We then say that the wave is linearly polarized. If we combine two linearly polarized uniform plane waves propagating in the same direction and having electric field vectors equal in magnitude but oriented perpendicular to each other and differing in phase by $\pi / 2$, we obtain a circularly polarized uniform plane
wave. For example, a uniform plane wave characterized by the electric field intensity vector

$$
\overline{\mathbf{E}}=2.5\left(-\mathbf{i}_{x}-\sqrt{3} \mathbf{i}_{y}+2 \sqrt{3} \mathbf{i}_{z}\right) e^{j \pi / 3} e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)}
$$

when superimposed with the uniform plane wave of Example 6-19, would result in a circularly polarized uniform plane wave. In general, two linearly polarized uniform plane waves propagating in the same direction result in an elliptically polarized uniform plane wave.

We have introduced the topic of electromagnetic wave propagation by considering uniform plane waves. The uniform plane waves are a special class of waves known as transverse electromagnetic waves, abbreviated TEM waves, so named because the electric and magnetic fields are entirely transverse to the direction of propagation, that is, components of $\mathbf{E}$ and $\mathbf{H}$ along the direction of propagation are zero. For a general TEM wave, the fields are not uniform but are functions of position in the transverse plane.. The electromagnetic field between the conductors of a transmission line made up of perfect conductors is entirely transverse to the line axis and is in general nonuniform in the cross-sectional plane. In fact, we considered such a field [Eqs. (6-157a) and (6-157b)] in Section 6.7 and, by substituting into Maxwell's curl equations, we obtained the transmission-line equations given by (6-161) and (6-165). For a perfect dielectric medium between the conductors, that is, for $\sigma=0$, these equations are

$$
\begin{equation*}
\frac{\partial V(z, t)}{\partial z}=\frac{\rho^{\partial} \frac{\partial I(z, t)}{\partial t}}{\partial t} \tag{6-207}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial I(z, t)}{\partial z}=\frac{e^{\partial V(z, t)}}{\partial t} \tag{6-208}
\end{equation*}
$$

where, with reference to Fig. 6.27,

$$
\begin{equation*}
V(z, t)=\int_{a}^{b} \mathbf{E}(x, y, z, t) \cdot d \mathbf{I}_{1} \tag{6-209a}
\end{equation*}
$$

and

$$
\begin{equation*}
I(z, t)=\oint_{C_{2}} \mathbf{H}(x, y, z, t) \cdot d \mathbf{I}_{2} \tag{6-209b}
\end{equation*}
$$

are, respectively, the voltage between the conductors and the current along the conductors for any $(z, t)$.

Eliminating $I$ from (6-207) and (6-208), we obtain a differential equation for $V$ alone as

$$
\begin{equation*}
\frac{\partial^{2} V(z, t)}{\partial z^{2}}=\mathscr{L C} \frac{\partial^{2} V(z, t)}{\partial t^{2}} \tag{6-210}
\end{equation*}
$$

This equation is completely analogous to Eq. (6-176). It is the wave equation for the TEM wave propagation guided by the conductors of the transmission line except that it is written in terms of the voltage between the conductors instead of the electric field in the medium between the conductors. We can
write the solution for ( $6-210$ ) from our experience with the solution of (6-176). The solution is

$$
\begin{equation*}
V(z, t)=V^{+}(t-\sqrt{\mathscr{L} \mathrm{C}} z)+V^{-}(t+\sqrt{\mathscr{L}} z) \tag{6-211}
\end{equation*}
$$

where the subscripts + and - indicate $(+)$ and $(-)$ waves. The corresponding solution for the line current $I$ can be obtained by substituting (6-211) into $(6-207)$ or $(6-208)$. This gives

$$
I(z, t)=\sqrt{\frac{\mathscr{C}}{\mathscr{L}}}\left[V^{+}(t-\sqrt{\mathscr{L}} z)-V^{-}(t+\sqrt{\mathscr{L}} z)\right]
$$

Defining

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{\mathscr{L}}{\mathfrak{C}}} \tag{6-212}
\end{equation*}
$$

we have

$$
I(z, t)=\frac{1}{Z_{0}^{-}}\left[V^{+}(t-\sqrt{\mathscr{L}} z)-V^{-}(t+\sqrt{\mathscr{L}} z)\right]
$$

The quantity $Z_{0}$ is the characteristic impedance of the transmission line analo gous to the intrinsic impedance of the dielectric medium.

Thus the general solutions for the voltage and current along a transmission line are superpositons of $(+)$ and ( - ) traveling waves along the line with velocities equal to $1 / \sqrt{\mathscr{L C}}$ in the respective directions. We will refer to these voltage and current waves as "transmission-line waves." They are completely analogous to the uniform plane waves with the analogy as follows:

$$
\begin{gather*}
V \longleftrightarrow E_{x} \\
I \longleftrightarrow H_{y} \\
\mathcal{L} \longleftrightarrow \mu \\
\mathbb{C} \leftrightarrow \epsilon  \tag{6-214}\\
\frac{1}{\sqrt{\mathscr{L C}}} \longleftrightarrow \frac{1}{\sqrt{\mu \epsilon}} \\
\sqrt{\frac{\mathcal{L}}{\mathfrak{C}}} \longleftrightarrow \sqrt{\frac{\mu}{\epsilon}}
\end{gather*}
$$

We should, however, keep in mind that the phenomenon is one of transverse electromagnetic waves guided by the conductors of the transmission line. It is not necessary to work with the fields since, because of the transverse electromagnetic nature of the fields, we are able to define uniquely the voltage and current for any transverse plane. In other words, if we consider two points $a$ and $b$ in the same transverse plane on the two conductors, the voltage between these two points is uniquely defined by the electric field in that plane since a closed path lying in that plane and passing through $a$ and $b$ does not enclose any magnetic flux. Similarly, the current flowing across a transverse plane in one direction along the inner conductor and returning in the opposite direction along the outer conductor is uniquely defined by the
magnetic field in that plane since a closed path surrounding the inner conductor and lying in that plane does not enclose any electric flux. One or both of these properties are not satisfied if one or both of the fields have axial (or longitudinal) components. This is the case for TE or transverse electric waves which contain a magnetic field component along the guide axis and for TM or transverse magnetic waves which contain an electric field component along the guide axis. We will discuss such waves in Section 6.12.

Returning to the solutions for the voltage and current for the trans-mission-line waves given by $(6-211)$ and (6-213), we write them concisely as

$$
\begin{align*}
V & =V^{+}+V^{-}  \tag{6-215a}\\
I & =I^{+}+I^{-} \tag{6-215b}
\end{align*}
$$

In writing (6-215a) and (6-215b), we follow the notation that both $I^{+}$and $I^{-}$flow in the positive $z$ direction along one conductor (say, a) and return in the negative $z$-direction along the other conductor (say, $b$ ) and that both $V^{+}$and $V^{-}$have the same polarities with conductor $a$ positive with respect to conductor $b$, as shown in Fig. 6.36. These notations are consistent with


Fig. 6.36. Polarities for voltages and currents associated with $(+)$ and ( - ) transmission-line waves.
the corresponding notations for the $z$-directed uniform plane waves which consider the electric fields for both $(+)$ and $(-)$ waves to be in the $x$ direction and the magnetic fields for both $(+)$ and $(-)$ waves to be in the $y$ direction. Comparing (6-215a) and (6-215b) with (6-211) and (6-213), respectively, we have

$$
\begin{equation*}
I^{+}=\frac{V^{+}}{Z_{0}} \tag{6-216a}
\end{equation*}
$$

and

$$
\begin{equation*}
I^{-}=-\frac{V^{-}}{Z_{0}} \tag{6-216b}
\end{equation*}
$$

The power flow in the $z$ direction associated with the $(+)$ wave is

$$
\begin{equation*}
P^{+}=V^{+} I^{+}=V^{+}\left(\frac{V^{+}}{Z_{0}}\right)=\frac{\left(V^{+}\right)^{2}}{Z_{0}} \tag{6-217a}
\end{equation*}
$$

The power flow in the $z$ direction associated with the ( - ) wave is

$$
\begin{equation*}
P^{-}=V^{-} I^{-}=V^{-}\left(-\frac{V^{-}}{Z_{0}}\right)=-\frac{\left(V^{-}\right)^{2}}{Z_{0}} \tag{6-217~b}
\end{equation*}
$$

where the minus sign on the right side signifies that the power flow is indeed in the negative $z$ direction. Thus, if the notation of Fig. 6.36 is followed, together with Eqs. (6-216a) and (6-216b), the different directions of power flow for the ( + ) and ( - ) waves are taken care of automatically.

### 6.9 Traveling Waves in Time Domain

In the previous section we introduced uniform plane waves and transmissionline waves and discussed the analogy between them. We are now ready to consider simultaneously uniform plane waves incident normally on plahe boundaries between different dielectric media and transmission-line waves. In this section we will discuss transient waves. To do this, let us consider the case of two semiinfinite perfect dielectric media characterized by $\epsilon_{1}, \mu_{1}$ and $\epsilon_{2}, \mu_{2}$, respectively, and separated by the plane $z=0$ as shown in Fig. 6.37(a). A uniform plane wave with electric field $E_{x}^{+}$and magnetic field $H_{y}^{+}$ is incident normally on the boundary. The transmission-line analogy of this problem consists of two transmission lines of different characteristic


Fig. 6.37. (a) Normal incidence of a uniform plane wave on a plane boundary between two semiinfinite dielectric media.
(b) Transmission-line analog of (a).
impedances $Z_{01}$ and $Z_{02}$ and velocities of propagation $v_{p 1}$ and $v_{p 2}$, respectively, connected in cascade as shown in Fig. 6.37(b). The specification of $Z_{0}$ and $v_{p}$ for a transmission line is equivalent to the specification of $\mathcal{L}$ and $\mathfrak{C}$ since $Z_{0}=\sqrt{\mathscr{L} / \mathrm{C}}$ and $v_{p}=1 / \sqrt{\mathscr{L} \text { C. A }(+) \text { wave characterized by voltage }}$ $V^{+}$and current $I^{+}$is incident on the junction $z=0$. We are not interested in the time variation of the incident waves at present. We merely wish to determine the transmission and reflection properties at the boundary. Obviously, there is no need to write equations for both the plane wave and transmission line cases because of the analogy. Hence we will simply write the equations in terms of the transmission-line parameters $V, I$, and $Z_{0}$ with the understanding that they can be replaced by $E_{x}, H_{y}$, and $\eta$, respectively.

The relationship between $V^{+}$and $I^{+}$is given by

$$
\begin{equation*}
I^{+}=\frac{V^{+}}{Z_{01}} \tag{6-218}
\end{equation*}
$$

The incident wave cannot be transmitted into line 2 as it is, since the voltage-to-current ratio in line 2 must be equal to $Z_{02}$. Thus, let the transmitted wave voltage and current be $V^{++}$and $I^{++}$, respectively. The incident and transmitted waves alone cannot satisfy the boundary conditions at the junction, which require that the voltages on either side of the junction be equal and the currents on either side of the junction be equal. These conditions are analogous to the boundary conditions for the fields, which state that the tangential electric fields ( $E_{x}$ ) must be continuous and that the tangential magnetic fields $\left(H_{y}\right)$ must be continuous (in the absence of a surface current) at the boundary between the dielectrics. To satisfy the boundary conditions, there is only one possibility. This is setting up a $(-)$ wave in line 1 which reflects part of the incident power into line 1 . Let the voltage and current in this reflected wave be $V^{-}$and $I^{-}$, respectively. The voltage-to-current relationships for the transmitted and reflected waves are

$$
\begin{equation*}
I^{++}=\frac{V^{++}}{Z_{02}} \tag{6-219}
\end{equation*}
$$

and

$$
\begin{equation*}
I^{-}=-\frac{V^{-}}{Z_{01}} \tag{6-220}
\end{equation*}
$$

The boundary conditions at $z=0$ are

$$
\begin{align*}
V^{+}+V^{-} & =V^{++}  \tag{6-221a}\\
I^{+}+I^{-} & =I^{++} \tag{6-221b}
\end{align*}
$$

Substituting (6-218), (6-219), and (6-220) into (6-221b), we have

$$
\begin{equation*}
\frac{V^{+}}{Z_{01}}-\frac{V^{-}}{Z_{01}}=\frac{V^{++}}{Z_{02}} \tag{6-222}
\end{equation*}
$$

Solving (6-221a) and (6-222) for $V^{-}$, we get

$$
\begin{equation*}
V^{-}=\frac{V^{+} Z_{02}-Z_{01}}{Z_{02}+Z_{01}} \tag{6-223}
\end{equation*}
$$

We now define a quantity $\Gamma$, known as the voltage reflection coefficient, as the ratio of the $(-)$ wave or reflected wave voltage to the $(+)$ wave or incident wave voltage. From (6-223), the voltage reflection coefficient is given by

$$
\begin{equation*}
\Gamma=\frac{V^{-}}{V^{+}}=\frac{Z_{02}-Z_{01}}{Z_{02}+Z_{01}} \tag{6-224}
\end{equation*}
$$

We then note that the current reflection coefficient is

$$
\frac{I^{-}}{I^{+}}=\frac{-V^{-} / Z_{01}}{V^{+} / Z_{01}}=-\frac{V^{-}}{V^{+}}=-\Gamma
$$

We also define a quantity $\tau_{V}$, known as the voltage transmission coefficient, as the ratio of the $(++)$ wave or transmitted wave voltage to the $(+)$ watve or incident wave voltage. Thus

$$
\begin{align*}
\tau_{V} & =\frac{V^{++}}{V^{+}}=\frac{V^{+}+V^{-}}{V^{+}}=1+\frac{V^{-}}{V^{+}} \\
& =1+\Gamma=\frac{2 Z_{02}}{Z_{02}+Z_{01}} \tag{6-22;6}
\end{align*}
$$

The current transmission coefficient $\tau_{I}$ is given by

$$
\begin{align*}
\tau_{I} & =\frac{I^{++}}{I^{+}}=\frac{I^{+}+I^{-}}{I^{+}}=1+\frac{I^{-}}{I^{+}} \\
& =1-\Gamma=\frac{2 Z_{01}}{Z_{02}+Z_{01}}
\end{align*}
$$

At this point, we may be surprised to note that the transmitted voltage or the transmitted current can be greater than the incident voltage or the incidient current, respectively, depending upon whether $\Gamma$ is positive or negative, that is, $Z_{02}>Z_{01}$ or $Z_{02}<Z_{01}$. However, this is not of concern since it is the power balance that must be satisfied. To check this, we note that

$$
\begin{aligned}
P^{+}, \text {incident power } & =V^{+} I^{+} \\
P^{-}, \text {reflected power } & =V^{-} I^{-}=\left(\Gamma V^{+}\right)\left(-\Gamma I^{+}\right) \\
& =-\Gamma^{2} V^{+} I^{+}=-\Gamma^{2} P^{+}
\end{aligned}
$$

where the minus sign signifies that the actual power flow is in the negative $z$ direction, and

$$
\begin{aligned}
P^{++}, \text {transmitted power } & =V^{++} I^{++}=\left[(1+\Gamma) V^{+}\right]\left[(1-\Gamma) I^{+}\right] \\
& =\left(1-\Gamma^{2}\right) V^{+} I^{+}=\left(1-\Gamma^{2}\right) P^{+}
\end{aligned}
$$

Thus $P^{++}=P^{+}+P^{-}$, which verifies the power balance at the junction. The fact is that if the transmitted voltage is greater than the incident voltage, the transmitted current is less than the incident current and vice versa so that the transmitted power is less than the incident power. We will now consider an example to illustrate the application of the formulas for the reflection and transmission coefficients.

Example 6-20. In Fig. 6.38, the region $z<0$ is free space, the region $0<z<1.5 \mathrm{~m}$ is a perfect dielectric of permittivity $4 \epsilon_{0}$, and the region $z>1.5 \mathrm{~m}$ is a perfect dielectric of permittivity $9 \epsilon_{0}$. The leading edge of a uniform plane wave of $0.01 \mu \mathrm{sec}$ duration and having $E_{x}$ equal to $1 \mathrm{volt} / \mathrm{m}$ is incident on the $z=-3 \mathrm{~m}$ plane at $t=0$. It is desired to find and sketch $E_{x}$ in the planes $z=-3 \mathrm{~m}$ and $z=2.5 \mathrm{~m}$ as functions of time for $t \geq 0$.


Fig. 6.38. Three dielectric media for Example 6-20.

The intrinsic impedances for the three media are $\eta_{0}, \eta_{0} / 2$, and $\eta_{0} / 3$, respectively, where $\eta_{0}\left(=\sqrt{\mu_{0} / \epsilon_{0}}\right)$ is 377 ohms. The velocities of propagation in the three media are $c, c / 2$, and $c / 3$, respectively, where $c\left(=1 / \sqrt{\mu_{0} \epsilon_{0}}\right)$ is $3 \times 10^{8} \mathrm{~m} / \mathrm{sec}$. The leading edge of the uniform plane wave strikes the interface $z=0$ at $t=3 /\left(3 \times 10^{8}\right) \mathrm{sec}=0.01 \mu \mathrm{sec}$. The reflection coefficient for this wave at $z=0$ is $\left(\eta_{0} / 2-\eta_{0}\right) /\left(\eta_{0} / 2+\eta_{0}\right)=-\frac{1}{3}$ and the transmission coefficient is $1+\left(-\frac{1}{3}\right)=\frac{2}{3}$. Hence the reflected wave $E_{x}$ has a value $-\frac{1}{3}$ that of the incident wave $E_{z}$ and its leading edge reaches the $z=-3 \mathrm{~m}$ plane at $t=0.02 \mu \mathrm{sec}$. The transmitted wave $E_{x}$ has a value $\frac{2}{3}$ that of the incident wave $E_{x}$ and its leading edge strikes the interface $z=1.5 \mathrm{~m}$ at $t=\left[10^{-8}+1.5 /\left(1.5 \times 10^{8}\right)\right] \mathrm{sec}=0.02 \mu \mathrm{sec}$. The reflection coefficient for this wave at $z=1.5 \mathrm{~m}$ is $\left(\eta_{0} / 3-\eta_{0} / 2\right) /\left(\eta_{0} / 3+\eta_{0} / 2\right)=-\frac{1}{5}$ and the transmission coefficient is $1+\left(-\frac{1}{5}\right)=\frac{4}{5}$. Thus the transmitted wave $E_{x}$ in medium 3 has a value of $\left(\frac{4}{5} \times \frac{2}{3}\right)$ or $\frac{8}{15}$ that of the incident wave $E_{x}$ in medium 1. Its leading edge reaches the $z=2.5 \mathrm{~m}$ plane at $t=\left(2 \times 10^{-8}+1 / 10^{8}\right)=0.03 \mu \mathrm{sec}$. Now, the reflected wave at the interface $z=1.5 \mathrm{~m}$ travels towards the interface $z=0$ and strikes it at $t=0.03 \mu \mathrm{sec}$. It then violates the boundary conditions at $z=0$, which have thus far been satisfied by the incident and reflected waves in medium 1 and the transmitted wave in medium 2 if they still exist at the interface. In any case, to satisfy the boundary conditions, it sets up a reflected wave into medium 2 and a transmitted wave into medium 1. By superposition, the reflection and transmission coefficients are the same as if this wave alone were incident on the interface. Hence the reflection coefficient for this wave at $z=0$ is $\left(\eta_{0}-\eta_{0} / 2\right) /\left(\eta_{0}+\eta_{0} / 2\right)=\frac{1}{3}$ and the
transmission coefficient is $1+\frac{1}{3}=\frac{4}{3}$. The transmitted wave travels towards the interface $z=-3 \mathrm{~m}$. The reflected wave travels towards the interface $z=1.5 \mathrm{~m}$ and sets up reflected and transmitted waves. This process continues indefinitely.

To keep track of the bouncing back and forth of the transient waves between the interfaces, we resort to a "bounce diagram" as shown in Fig. 6.39. The bounce diagram is essentially a two-dimensional representation


Fig. 6.39. Bounce diagram for keeping track of transient waves in the dielectric media of Fig. 6.38.
of transient waves bouncing back and forth. Distance along the direction of propagation is represented horizontally and time is represented vertically. Reflection and transmission coefficient values at the interfaces are written at the top of the diagram for quick reference, with appropriate arrows indicating directions of incidence. Criss-cross lines are drawn as shown on the diagram to indicate the progress of the waves as functions of $z$ and $t$, with the numerical value of $E_{x}$ for each leg of travel shown beside the line corresponding to that leg. The time functions of $E_{x}$ representing the waves for each leg are drawn along the time axes in the planes of interest as shown on the bounce diagram. The bounce diagram of Fig. 6.39 is for $E_{x}$ (or $V$ ). Similar bounce diagrams can be drawn for $H_{y}$ (or $I$ ), taking note that the reflection coefficient for $H_{y}$ (or $I$ ) is the negative of the reflection coefficient for $E_{x}$ (or $V$ ). From Fig. 6.39, we can now draw the required sketches of $E_{x}$ versus $t$ in the planes
$z=-3 \mathrm{~m}$ and $z=2.5 \mathrm{~m}$. These are shown in Figs. 6.40(a) and (b), respectively.


Fig. 6.40. $E_{x}$ in the planes $z=-3 \mathrm{~m}$ and $z=2.5 \mathrm{~m}$ versus time from the bounce diagram of Fig. 6.39.
6.10 Traveling Waves in Sinusoidal Steady State;

Standing Waves
In the preceding section we discussed transient traveling waves. In this section we consider traveling waves in sinusoidal steady state. Once again, we deal simultaneously with uniform plane waves at normal incidence and trans-mission-line waves, keeping in mind the analogy between the two. From (6-211) and (6-213), the general solutions for the line voltage and line current in the sinusoidal steady state are

$$
\begin{aligned}
V(z, t) & =V^{+} \cos \left[\omega(t-\sqrt{\mathscr{L}} z)+\phi^{+}\right]+V^{-} \cos \left[\omega(t+\sqrt{\mathscr{L}} z)+\phi^{-}\right] \\
I(z, t) & =\frac{1}{Z_{0}}\left\{V^{+} \cos \left[\omega(t-\sqrt{\mathscr{L}} z)+\phi^{+}\right]-V^{-} \cos \left[\omega(t+\sqrt{\mathscr{L}} z)+\phi^{-}\right]\right\}
\end{aligned}
$$

The corresponding expressions for the phasor line voltage and phasor line current are

$$
\begin{align*}
& \bar{V}(z)=\bar{V}^{+} e^{-j \beta z}+\bar{V}^{-} e^{j \beta z}  \tag{6-228a}\\
& \bar{I}(z)=\frac{1}{Z_{0}}\left(\bar{V}^{+} e^{-j \beta z}-\bar{V}^{-} e^{j \beta z}\right) \tag{6-228b}
\end{align*}
$$

where we have substituted $\beta$ for $\omega \sqrt{\mathscr{L} \mathrm{C}}$. For sinusoidal steady-state problems, it is convenient to use a distance variable $d$ which is in opposition to $z$, that
is, a variable which increases as we go away from the load and towards the generator as shown in Fig. 6.41. The wave which progresses away from the generator is still denoted as the ( + ) wave and the wave which progresses,


Fig. 6.41. For illustrating the distance variable $d$ used for sinusoidal steady-state analysis of traveling waves.
towards the generator is still denoted as the (-) wave. In terms of $d$, the solutions for $\bar{V}$ and $\bar{I}$ are then given by

$$
\begin{align*}
& \bar{V}(d)=\bar{V}^{+} e^{j \beta d}+\bar{V}^{-} e^{-j \beta d}  \tag{6-229d}\\
& \bar{I}(d)=\frac{1}{Z_{0}}\left(\bar{V}^{+} e^{j \beta d}-\bar{V}^{-} e^{-j \beta d}\right)
\end{align*}
$$

We will be working with these equations for the remainder of this section.
Let us now consider a semiinfinite perfect dielectric medium characterized by $\epsilon$ and $\mu$ and bounded by a perfect conductor in the plane $d=0$ as shown in Fig. 6.42(a). The corresponding transmission-line equivalent is a


Fig. 6.42. (a) Normal incidence of a uniform plane wave on a plane perfect conductor. (b) Transmission-line analog of (a).
line short circuited at $d=0$ as shown in Fig. 6.42(b). Let us assume that sinusoidally time-varying traveling waves exist in the medium due to a source which is not shown in the figure and that conditions have reached steady state. We wish to determine the characteristics of the waves satisfying the boundary condition at the perfect conductor (or short circuit). This boun-
dary condition is

$$
\left[\bar{E}_{x}\right]_{d=0}=0 \quad \text { or } \quad[\bar{V}]_{d=0}=0
$$

Applying this boundary condition to the general solution for $\bar{V}(d)$ given by (6-229a), we obtain

$$
0=\bar{V}^{+}+\bar{V}^{-} \quad \text { or } \quad \bar{V}^{-}=-\bar{V}^{+}
$$

The particular solutions for the voltage and current are then given by

$$
\begin{align*}
& \bar{V}(d)=\bar{V}^{+} e^{j \beta d}-\bar{V}^{+} e^{-j \beta d}=2 j \bar{V}^{+} \sin \beta d  \tag{6-230a}\\
& \bar{I}(d)=\frac{1}{Z_{0}}\left(\bar{V}^{+} e^{j \beta d}+\bar{V}^{+} e^{-j \beta d}\right)=2 \frac{\bar{V}^{+}}{Z_{0}} \cos \beta d \tag{6-230b}
\end{align*}
$$

The instantaneous voltage and current are given by

$$
\begin{align*}
V(d, t) & =\Re \mathscr{R}\left[\bar{V}(d) e^{j \omega t}\right] \\
& =\mathfrak{R} \mathscr{e}\left(2 e^{j \pi / 2}\left|\bar{V}^{+}\right| e^{j \theta} \sin \beta d e^{j \omega t}\right)  \tag{6-231a}\\
& =-2\left|\bar{V}^{+}\right| \sin \beta d \sin (\omega t+\theta) \\
I(d, t) & =\mathfrak{R e}\left[\bar{I}(d) e^{j \omega t}\right] \\
& =\mathcal{R} e\left(2 \frac{\left|\bar{V}^{+}\right|}{Z_{0}} e^{j \theta} \cos \beta d e^{j \omega t}\right)  \tag{6-231b}\\
& =2 \frac{\left|\bar{V}^{+}\right|}{Z_{0}} \cos \beta d \cos (\omega t+\theta)
\end{align*}
$$

where $\theta$ is the phase angle of $\bar{V}^{+}$. The instantaneous line voltage and line current given by ( $6-231 \mathrm{a}$ ) and (6-231b), respectively, are sketched in Fig. 6.43 as functions of $d$ for various values of $t$. The following characteristics can be inferred from these sketches:
(a) The line voltage is zero at $d=0, \pi / \beta, 2 \pi / \beta, \ldots=0, \lambda / 2, \lambda, \ldots$ for all values of time. Hence there is no power flow across these planes for all values of time. If we short circuit the line (or place perfect conductors) at these values of $d$, there will be no effect on the voltage and current (fields) at any other value of $d$.
(b) The line current is zero at $d=\pi / 2 \beta, 3 \pi / 2 \beta, \ldots=\lambda / 4,3 \lambda / 4, \ldots$ for all values of time. Hence there is no power flow across these planes for all values of time. If we open circuit the line (or place imaginary magnetic conductors) at these values of $d$, there will be no change in the voltage and current (fields) at any other value of $d$.
(c) Wherever the line voltage has maximum amplitude, the line current has zero amplitude and vice versa. Thus the line voltage and line current are out of phase in distance by $\pi / 2 \beta$ or $\lambda / 4$.
(d) Whenever the line voltage is maximum at all values of $d$, the line current is zero at all values of $d$ and vice versa. Thus the line voltage and line current are out of phase in time by $\pi / 2 \omega$ or $T / 4$, where $T$ is the period corresponding to $\omega$.





$$
t=\frac{\pi}{\omega}-\frac{\theta}{\omega}
$$



Fig. 6.43. Voltage and current versus distance for various values of time for the short-circuited line of Fig. 6.42(b).

We conclude from these characteristics that the situation for a shortcircuited line consists of voltage and current waves which stand still and only increase and decrease in amplitude in each section of $\lambda / 2$ in length between the voltage nodes (zeros) and between the current nodes (zeros), respectively, similar to the oscillations executed by a string tied down at one end and vibrated at a point half a wavelength from the tie-down point. These waves are therefore known as "complete standing waves." Complete standing waves are the result of $(+)$ and $(-)$ traveling waves of equal magnitude. Whatever power is incident on the short circuit by the $(+)$ wave is reflected entirely in the form of the ( - ) wave since the short circuit cannot absorb any power. While there is instantaneous power flow at values of $d$ between the voltage and current nodes, there is no time-average power flow for any value of $d$, as
can be seen from

$$
\begin{aligned}
\langle P\rangle & =\frac{1}{2} \Re e\left[\bar{V}(d) \bar{I}^{*}(d)\right] \\
& =\frac{1}{2} \Omega e\left[\left(2 j \bar{V}^{+} \sin \beta d\right)\left(2 \frac{\bar{V}^{+*}}{Z_{0}}-\cos \beta d\right)\right] \\
& =\frac{1}{2} \Omega e\left(2 j \frac{\left|\bar{V}^{+}\right|^{2}}{Z_{0}} \sin 2 \beta d\right)=0
\end{aligned}
$$

The amplitudes of the sinusoidally time-varying line voltage and line current as functions of $d$ are

$$
\begin{align*}
& |\bar{V}(d)|=2|j|\left|\bar{V}^{+}\right||\sin \beta d|=2\left|\bar{V}^{+}\right||\sin \beta d|  \tag{6-232a}\\
& |\bar{I}(d)|=2 \frac{\left|\bar{V}^{+}\right|}{Z_{0}}|\cos \beta d| \tag{6-232b}
\end{align*}
$$

These amplitudes are sketched in Fig. 6.44. The patterns of Fig. 6.44 are known as "standing wave patterns." Standing wave patterns are easily measured in the laboratory with the aid of moving probes which sample the electric field.


Fig. 6.44. Standing wave patterns for voltage and current along a short-circuited line.

Example 6-21. A transmission line of length $l$ and short circuited at both ends has certain energy stored in it. From the preceding discussion, this energy must exist in the form of complete standing waves on the line. What are the possible standing wave patterns and the corresponding frequencies?

The voltage must be zero at both ends of the line since it is short circuited at both ends. It follows from the standing wave patterns of Fig. 6.44 that the current must be maximum at both ends. Thus the possible voltage and current standing wave patterns are as shown in Fig. 6.45. They must consist of integral numbers of half-sinusoidal variations over the length


Fig. 6.45. Standing wave patterns for (a) voltage and (b) current along a line short circuited at both ends.
of the line; that is, the wavelengths $\lambda_{n}$ corresponding to these standing wave patterns must be such that

$$
l=n \frac{\lambda_{n}}{2} \quad n=1,2,3, \ldots
$$

or

$$
\lambda_{n}=\frac{2 l}{n} \quad n=1,2,3, \ldots
$$

The corresponding frequencies are

$$
f_{n}=\frac{v_{p}}{\lambda_{n}}=\frac{n v_{p}}{2 l} \quad n=1,2,3, \ldots
$$

where $v_{p}$ is the phase velocity. These frequencies are known as the "natural frequencies of oscillation." The standing wave patterns are said to correspond to the different "natural modes of oscillation." The lowest frequency (corresponding to the longest wavelength) is known as the "fundamental" frequency of oscillation and the corresponding mode is known as the fundamental mode. The quantity $n$ is called the mode number.

Returning now to the expressions for the phasor line voltage and the phasor line current given by ( $6-230 \mathrm{a}$ ) and ( $6-230 \mathrm{~b}$ ), respectively, we define the ratio of these two quantities as the line (or wave) impedance $\bar{Z}(d)$ at that point seen looking towards the short circuit. Thus

$$
\begin{equation*}
\bar{Z}(d)=\frac{\bar{V}(d)}{\bar{I}(d)}=\frac{2 j \bar{V}^{+} \sin \beta d}{2\left(\bar{V}^{+} / Z_{0}\right) \cos \beta d}=j Z_{0} \tan \beta d \tag{6-233}
\end{equation*}
$$

In particular, the input impedance $\bar{Z}_{\text {in }}$ of a short-circuited line of length $l$ is given by

$$
\begin{equation*}
\bar{Z}_{\mathrm{in}}=j Z_{0} \tan \beta l=j Z_{0} \tan \frac{2 \pi f}{v_{p}} l \tag{6-234}
\end{equation*}
$$

This expression is the same as the expression ( $6-151$ ) derived by the step-bystep solution of Maxwell's curl equations for the fields in the parallelplate structure of Fig. 6.25(b). We now note that the condition for quasistatic approximation given by ( $6-146$ ) can be stated alternatively as

$$
\beta l \ll 1 \quad \text { or } \quad l \ll \lambda
$$

For a fixed $l$, $\tan \left(2 \pi f / v_{p}\right) l$ becomes alternatively positive and negative as $f$ increases and hence the input reactance alternates between inductive and capacitive as illustrated in Fig. 6.46. It can be seen that frequencies at which


Fig. 6.46. Variation of the input reactance of a short-circuited line of length $l$ with frequency.
the input reactance is zero are the same as the natural frequencies of oscillation if the input were short circuited. Likewise, the frequencies at which the input reactance is infinity are the same as the natural frequencies of oscillation if the input were open circuited. These properties of short-circuited line sections permit them to be used as inductive and capacitive elements and resonant circuits at high frequencies. We will illustrate an application by means of the following example.

Example 6-22. To determine the location of a short circuit in an air-insulated parallel wire line, a voltage generator of variable frequency is connected at its input. The generator frequency is varied continuously from a value of 100 MHz upwards and the current drawn from the generator is monitored. It is found that the current reaches a minimum at 100.02 MHz and then a maximum at 100.05 MHz . How far is the location of the short circuit from the generator?

The current minimum occurs at a frequency for which the input impedance is infinity. The current maximum occurs at a frequency for which the input impedance is zero. From Fig. 6.46, the difference between adjacent frequencies for which the input reactances of a short-circuited line are infinity and zero is equal to $v_{p} / 4 l$. Hence, for this problem, $v_{p} / 4 l$ is ( $100.05-100.02$ ) or 0.03 MHz . Since the line is air insulated, the velocity of propagation is $3 \times 10^{8} \mathrm{~m} / \mathrm{sec}$. Hence $l=\left(3 \times 10^{8}\right) /\left(4 \times 0.03 \times 10^{6}\right)=2500 \mathrm{~m}$. Thus the location of the short circuit is 2.5 km away from the generator.

We have thus far discussed complete standing waves which result from the superposition of $(+)$ and ( - ) waves of equal magnitudes. Let us now consider the general case of the superposition of $(+)$ and $(-)$ waves of unequal magnitudes, thereby giving rise to "partial standing waves." Such a situation can arise when uniform plane waves are incident normally on a plane interface between two different dielectrics or interfaces between several dielectrics in cascade. We first define the generalized reflection coefficient $\bar{\Gamma}(d)$ as the ratio of the phasor voltage associated with the $(-)$ wave to the phasor voltage associated with the ( + ) wave at a given $d$. Thus, from (6-229a), we have

$$
\begin{equation*}
\bar{\Gamma}(d)=\frac{\bar{V}^{-} e^{-j \beta d}}{\bar{V}^{+} e^{j \beta d}}=\frac{\bar{V}^{-}}{\bar{V}^{+}} e^{-j 2 \beta d}=\bar{\Gamma}(0) e^{-j 2 \beta d} \tag{6-235}
\end{equation*}
$$

where $\bar{\Gamma}(0)=\bar{V}^{-} / \bar{V}^{+}$is the reflection coefficient at $d=0$. We note that the magnitude of $\bar{\Gamma}(d)$ is constant whereas the phase angle changes linearly with $d$. Using (6-235), we can write the general solutions for $\bar{V}(d)$ and $\bar{I}(d)$ as

$$
\begin{align*}
\bar{V}(d) & =\bar{V}^{+} e^{j \beta d}[1+\bar{\Gamma}(d)]  \tag{6-236a}\\
\bar{I}(d) & =\frac{\bar{V}^{+}}{Z_{0}} e^{j \beta d}[1-\bar{\Gamma}(d)] \tag{6-236b}
\end{align*}
$$

The line (or wave) impedance $\bar{Z}(d)$ is given by

$$
\begin{equation*}
\bar{Z}(d)=\frac{\bar{V}(d)}{\bar{I}(d)}=Z_{0} \frac{1+\bar{\Gamma}(d)}{1-\bar{\Gamma}(d)} \tag{6-237}
\end{equation*}
$$

Conversely,

$$
\begin{equation*}
\bar{\Gamma}(d)=\frac{\bar{Z}(d)-Z_{0}}{\bar{Z}(d)+Z_{0}} \tag{6-238}
\end{equation*}
$$

To study the standing wave patterns corresponding to (6-236a) and (6-236b), we look at the magnitudes of $\bar{V}(d)$ and $\bar{I}(d)$. These are given by

$$
\begin{align*}
|\bar{V}(d)| & =\left|\bar{V}^{+}\right|\left|e^{j \beta d}\right||1+\bar{\Gamma}(d)|  \tag{6-239a}\\
& =\left|\bar{V}^{+}\right|\left|1+\bar{\Gamma}(0) e^{-j 2 \beta d}\right| \\
|\bar{I}(d)| & =\frac{\left|\bar{V}^{+}\right|}{Z_{0}}\left|e^{j \beta d}\right||1-\bar{\Gamma}(d)| \\
& =\frac{\left|\bar{V}^{+}\right|}{Z_{0}}\left|1-\bar{\Gamma}(0) e^{-j 2 \beta d}\right| \tag{6-239b}
\end{align*}
$$

To sketch $|\bar{V}(d)|$ and $|\bar{I}(d)|$, it is sufficient if we consider the quantities $\left|1 \dot{1}+\bar{\Gamma}(0) e^{-j 2 \beta d}\right|$ and $\left|1-\bar{\Gamma}(0) e^{-j 2 \beta d}\right|$ since $\left|\bar{V}^{+}\right|$is simply a constant, dependent upon the source of the waves. Each of these quantities consists of two complex numbers one of which is a constant equal to $(1+j 0)$ and the other of which has a constant magnitude $|\bar{\Gamma}(0)|$ but a variable phase angle $\theta-2 \beta d$, where $\theta$ is the phase angle of $\bar{\Gamma}(0)$. To evaluate $\left|1+\bar{\Gamma}(0) e^{-j 2 \beta d}\right|$ and $\left|1-\bar{\Gamma}(0) e^{-j 2 \beta d}\right|$, we make use of the constructions in the complex $\bar{\Gamma}$ plane as shown in Figs. 6.47(a) and (b), respectively. In both


Fig. 6.47. $\bar{\Gamma}$-plane diagrams for sketching the voltage and current standing wave patterns for a partial standing wave.
diagrams, we draw circles with centers at the origin and having radii equal to $|\bar{\Gamma}(0)|$. For $d=0$, the complex number $\bar{\Gamma}(0) e^{-j 2 \beta d}$ is equal to $\bar{\Gamma}(0)$ or $|\bar{\Gamma}(0)| e^{j \theta}$, which is represented by point $A$ in Fig. 6.47(a). To add ( $1+j 0$ ) and $\bar{\Gamma}(0)$, we simply draw a line from the point $(-1,0)$ to the point $A$. The length of this line gives $|1+\bar{\Gamma}(0)|$, which is proportional to the amplitude of the voltage standing wave at $d=0$. As $d$ increases, point $A$, representing $\bar{\Gamma}(0) e^{-j 2 \beta d}$, moves around the circle in the clockwise direction. The line joining $(-1,0)$ to the point $A$ whose length is $\left|1+\bar{\Gamma}(0) e^{-j 2 \beta d}\right|$ executes the motion of a "crank." To subtract $\bar{\Gamma}(0)$ from $(1+j 0)$ we locate point $B$ in Fig. 6.47(b), which is diametrically opposite to point $A$ in Fig. 6.47(a), and draw a line from $(-1,0)$ to point $B$. The length of this line gives $|1-\bar{\Gamma}(0)|$, which is proportional to the amplitude of the current standing wave at $d=0$. As $d$ increases, $B$ moves around the circle in the clockwise direction following the movement of $A$ in Fig. 6:47(a). The line joining ( $-1,0$ ) to the point $B$ whose length is $\left|1-\bar{\Gamma}(0) e^{-j 2 \beta d}\right|$ executes the motion of a "crank." From these constructions, we note the following facts:
(a) Point $A$ lies along the positive real axis and point $B$ lies along the negative real axis for $\theta-2 \beta d=0,-2 \pi,-4 \pi,-6 \pi, \ldots$ or $d=(\lambda / 4 \pi)(\theta+2 n \pi)$, where $n=0,1,2,3, \ldots$ Hence, at these
values of $d$, the voltage magnitude is maximum and equal to $\left.\left|\bar{V}^{+}\right|[1+\mid \bar{\Gamma}(0)]\right]$ whereas the current magnitude is minimurn and equal to $\left(\left|\bar{V}^{+}\right| / Z_{0}\right)[1-|\bar{\Gamma}(0)|]$. The voltage and current ane in phase. Thus their ratio, that is, the line impedance, is real and maximum.
(b) Point $A$ lies along the negative real axis and point $B$ lies along the positive real axis for $\theta-2 \beta d=-\pi,-3 \pi,-5 \pi,-7 \pi, \ldots$ or $d=(\lambda / 4 \pi)[\theta+(2 n-1) \pi]$, where $n=1,2,3,4, \ldots$. Hence, at the se values of $d$, the voltage magnitude is minimum and equal to $\left|\bar{V}^{+}\right|[1-|\bar{\Gamma}(0)|]$ whereas the current magnitude is maximum and equal to $\left(\left|\bar{V}^{+}\right| / Z_{0}\right)[1+|\bar{\Gamma}(0)|]$. The voltage and current are in phase. Thus their ratio, that is, the line impedance, is real and minimum.
(c) Between maxima and minima, the voltage and current magnitudles vary in accordance with the lengths of the lines joining $(-1,0)$ to the points $A$ and $B$, respectively, as they move around the circles. These variations are not sinusoidal with distance. The variations near the minima are sharper than those near the maxima. Also, the voltage and current are not in phase. Hence their ratio, that is, the line impedance, is complex.

With the aid of the preceding discussion, we now sketch the standing wave patterns for the line voltage and line current as shown in Fig. 6.48. The standing wave patterns should not be misinterpreted as the voltage and current remaining constant with time at a given point. On the other hand, at every point on the line, the voltage and current vary sinusoidally vith time as shown in the insets of Fig. 6.48, with the amplitudes of these sinusoidal variations equal to the magnitudes indicated by the standing wave patterns. We now define a quantity known as the voltage standing wave ratio, abbreviated as VSWR, as the ratio of the maximum voltage $V_{\max }$ to the minimum voltage $V_{\text {min }}$ in the standing wave patterns. Thus

$$
\begin{equation*}
\text { VSWR }=\frac{V_{\max }}{V_{\min }}=\frac{\left|\bar{V}^{+}\right|[1+|\bar{\Gamma}(0)|]}{\left|\bar{V}^{+}\right|[1-|\bar{\Gamma}(0)|]}=\frac{1+|\bar{\Gamma}(0)|}{1-|\bar{\Gamma}(0)|} \tag{6-240}
\end{equation*}
$$

The VSWR is a measure of the standing waves on the line. It is an easily measurable parameter. We note the following special cases:
(a) For a pure traveling wave, that is, for a $\left(+\right.$ ) wave alone, $\bar{V}^{-}=0$, $\bar{\Gamma}=0$, and hence VSWR $=1$; that is, the standing wave pactern is simply a line representing constant magnitude. This is the case if the line is infinitely long or if it is terminated by its characteristic impedance.
(b) For a complete standing wave, $\bar{V}^{-}$and $\bar{V}^{+}$have equal magnitudes; $|\bar{\Gamma}|=1$ and hence VSWR $=\infty$. This is indeed the case with the standing wave pattern of Fig. 6.44.


Fig. 6.48. Voltage and current standing wave patterns for a partial standing wave. The insets show time variations of voltage at points along the line.

Example 6-23. In Fig. 6.49(a), a plane dielectric slab of thickness 3.75 cm and permittivity $4 \epsilon_{0}$ is sandwiched between two semiinfinite media 1 and 3 . Medium 1 is free space and medium 3 is a perfect dielectric of permittivity $9 \epsilon_{0}$. A uniform plane wave of frequency 3000 MHz is incident normally on the slab from medium 1 and sinusoidal steady-state conditions are established in all media. It is desired to find and sketch the standing wave patterns for the fields in all media.

The intrinsic impedances of the three media are $\eta_{0}, \eta_{0} / 2$, and $\eta_{0} / 3$, respectively. The velocities of propagation in the three media are $c, c / 2$, and $c / 3$, respectively, where $c=3 \times 10^{8} \mathrm{~m} / \mathrm{sec}$. The wavelength in medium 2 for 3000 MHz is 5 cm . Hence the electrical length of medium 2 is $3 \lambda / 4$. The transmission-line analog of the problem is shown in Fig. 6.49(b). We solve this problem in a step-by-step manner as follows:
(a) Line 3 has only a ( + ) wave since it extends to infinity. Hence VSWR for that line is equal to 1 . The line impedance is independent of distance and equal to the characteristic impedance $\eta_{0} / 3$.
(b) At the junction between two lines, the boundary conditions dictate that $\bar{V}$ and $\bar{I}$ be continuous (analogous to $\bar{E}_{x}$ and $\bar{H}_{y}$ being continuous at


Fig. 6.49. (a) A plane dielectric slab sandwiched between two semiinfinite dielectric media. (b) Transmission-line analog of (a) for uniform plane waves at normal incidence.
the interface between the two dielectric media). Hence the ratio of these two quantities must be continuous. The line impedance at the right end of line 2 is therefore equal to the line impedance at the left end of line 3 , which is equal to $\eta_{0} / 3$.
(c) From (6-238), the reflection coefficient at the right end of line 2 is

$$
\bar{\Gamma}_{1}=\frac{\eta_{0} / 3-Z_{02}}{\eta_{0} / 3+Z_{02}}=\frac{\eta_{0} / 3-\eta_{0} / 2}{\eta_{0} / 3+\eta_{0} / 2}=-\frac{1}{5}
$$

(d) From (6-240), VSWR for line 2 is

$$
\frac{1+\left|\bar{\Gamma}_{1}\right|}{1-\left|\bar{\Gamma}_{1}\right|}=\frac{1+\frac{1}{5}}{1-\frac{1}{5}}=1.5
$$

Also, since $\Gamma_{1}$ is purely real and negative, the voltage magnitude is minimum at the right end of line 2, as can be seen from the construction of Fig. 6.47(a).
(e) From ( $6-235$ ), the reflection coefficient at the left end of line 2 is

$$
\bar{\Gamma}_{2}=\bar{\Gamma}_{1} e^{-j 2 \beta_{2}\left(3 \lambda_{2} / 4\right)}=-\frac{1}{5} e^{-j 3 \pi}=\frac{1}{5}
$$

(f) From (6-237), the line impedance at the left end of line 2 is

$$
Z_{02} \frac{1+\bar{\Gamma}_{2}}{1-\bar{\Gamma}_{2}}=\frac{\eta_{0}}{2} \frac{1+\frac{1}{5}}{1-\frac{1}{5}}=\frac{3}{4} \eta_{0}
$$

(g) Since the line impedance at a junction between two lines has to be continuous from the discussion in (b) above, the line impedance at the right end of line 1 is $\frac{3}{4} \eta_{0}$. From (6-238), the reflection coefficient at the right end of line 1 is

$$
\bar{\Gamma}_{3}=\frac{3 \eta_{0} / 4-Z_{01}}{3 \eta_{0} / 4+Z_{01}}=\frac{3 \eta_{0} / 4-\eta_{0}}{3 \eta_{0} / 4+\eta_{0}}=-\frac{1}{7}
$$

(h) From (6-240), VSWR for line 1 is

$$
\frac{1+\left|\bar{\Gamma}_{3}\right|}{1-\left|\bar{\Gamma}_{3}\right|}=\frac{1+\frac{1}{7}}{1-\frac{1}{7}}=\frac{4}{3}
$$

Also, since $\bar{\Gamma}_{3}$ is purely real and negative, the line voltage is a minimum at the right end of line 1.

From the above results and noting that the wavelength in medium 1 for 3000 MHz is 10 cm , we now sketch the standing wave pattern for the electric field intensity (based on a magnitude of unity in medium 3) as shown by the solid curves in Fig. 6.50. The standing wave pattern for the magnetic


Fig. 6.50. Standing wave patterns for the fields in the three media of Fig. 6.49.
field intensity follows from the fact that $\left|\bar{E}_{x}\right| /\left|\bar{H}_{y}\right|=\eta_{0} / 3$ in medium 3 and by noting that wherever $\left|\bar{E}_{x}\right|$ is maximum, $\left|\bar{H}_{y}\right|$ is minimum and vice versa. It is shown by the dashed curves in Fig. 6.50.

Example 6-24. One important type of problem is that of matching between two dielectric media of different permittivities. For example, in Fig. 6.49(a), we can choose the thickness and permittivity of medium 2 so that reflected wave is eliminated in medium 1. Then all the power incident on the interface between media 1 and 2 is transmitted into medium 3 (although standing waves exist in medium 2). Let us determine the minimum thickness and permittivity of medium 2 required to achieve such a match.

To determine the required quantities, we note that, for a particular line
of characteristic impedance $Z_{0}$, the product of the line impedances at two values of $d$ separated by an odd multiple of $\lambda / 4$ is given by

$$
\begin{align*}
\{\bar{Z}[d]\}\{\bar{Z}[d & \left.\left.+(2 n-1) \frac{\lambda}{4}\right]\right\} \\
& =\left\{Z_{0} \frac{1+\bar{\Gamma}(d)}{1-\bar{\Gamma}(d)}\right\}\left\{Z_{0} \frac{1+\bar{\Gamma}[d+(2 n-1) \lambda / 4]}{1-\bar{\Gamma}[d+(2 n-1) \lambda / 4]}\right\} \\
& =Z_{0}^{2}\left[\frac{1+\bar{\Gamma}(d)}{1-\bar{\Gamma}(d)}\right]\left[\frac{1+\bar{\Gamma}(d) e^{-j 2 \beta(2 n-1) \lambda / 4}}{1-\bar{\Gamma}(d) e^{-j 2 \beta(2 n-1) \lambda / 4}}\right]  \tag{6-241}\\
& =Z_{0}^{2}\left[\frac{1+\bar{\Gamma}(d)}{1-\bar{\Gamma}(d)}\right]\left[\frac{1+\bar{\Gamma}(d) e^{-j(2 n-1) \pi}}{1-\bar{\Gamma}(d) e^{-j(2 n-1) \pi}}\right] \\
& =Z_{0}^{2}\left[\frac{1+\bar{\Gamma}(d)}{1-\bar{\Gamma}(d)}\right]\left[\frac{1-\bar{\Gamma}(d)}{1+\bar{\Gamma}(d)}\right]=Z_{0}^{2}
\end{align*}
$$

where $n$ can take any integer value. For eliminating standing waves in line 1 , the impedance seen at the right end of line 1 must be equal to $Z_{01}=\eta_{0}$. Hence the line impedance at the left end of line 2 must be $\eta_{0}$. However, the impedance seen at the right end of line 2 is equal to $Z_{03}=\eta_{0} / 3$. Hence, according to (6-241), we must have a minimum length of $\lambda / 4$ and a characteristic impedance equal to $\sqrt{\eta_{0}\left(\eta_{0} / 3\right)}$ or $\eta_{0} / \sqrt{3}$ for line 2 to achieve the required match. For the intrinsic impedance of medium 2 to be $\eta_{0} / \sqrt{3}$, its permittivity must be $3 \epsilon_{0}$. Since the wavelength for 3000 MHz in medium 2 is then $10 / \sqrt{3} \mathrm{~cm}$, the minimum required thickness is $2.5 / \sqrt{3}$ or 1.4434 cm . This technique of matching is known as matching by "quarter-wave transformer."

### 6.11 Transmission-Line Matching; the Smith Chart

In the previous section we discussed complete standing waves resulting from $(+)$ and ( - ) waves of equal magnitudes, and then partial standing waves resulting from $(+)$ and $(-)$ waves of unequal magnitudes. While standing waves are useful from the point of view of energy storage, they are unwanted from the point of view of energy transmission. To elaborate upon this, we note that the time-average power flow down the line is given by

$$
\begin{align*}
\langle P\rangle & =\frac{1}{2} \operatorname{Re}\left(\bar{V} \bar{I}^{*}\right) \\
& =\frac{1}{2} \operatorname{Re}\left\{\bar{V}^{+} e^{j \beta d}[1+\bar{\Gamma}(d)] \frac{\bar{V}^{+*}}{Z_{0}} e^{-j \beta d}\left[1-\bar{\Gamma}^{*}(d)\right]\right\} \\
& =\frac{1}{2} \operatorname{Re}\left\{\frac{\left|\bar{V}^{+}\right|^{2}}{Z_{0}}\left[1-|\bar{\Gamma}(d)|^{2}+\bar{\Gamma}(d)-\bar{\Gamma}^{*}(d)\right]\right\} \\
& =\frac{\left|\bar{V}^{+}\right|^{2}}{2 Z_{0}}\left[1-\left|\bar{\Gamma}(d)^{2}\right|\right]=\frac{\left|\bar{V}^{+}\right|^{2}}{2 Z_{0}}\left[1-|\bar{\Gamma}(0)|^{2}\right]  \tag{6242}\\
& =\left\{\frac{\left|\bar{V}^{+}\right|}{2}[1+|\bar{\Gamma}(0)|]\right\}\left\{\frac{\left|\bar{V}^{+}\right|}{Z_{0}}[1-|\bar{\Gamma}(0)|]\right\} \\
& =\frac{V_{\max } V_{\min }}{2 Z_{0}}=\frac{I_{\max } I_{\min } Z_{0}}{2} \\
& =\frac{V_{\max }^{2}}{2(\mathrm{VSWR}) Z_{0}}=\frac{I_{\max }^{2}}{2(\mathrm{VSWR})} Z_{0}
\end{align*}
$$

where $V_{\max }, V_{\min }, I_{\max }$, and $I_{\min }$ are the maximum and minimum magnitudes of voltage and current, respectively, in the standing wave patterns. From (6-242), the limitations imposed by standing waves on power transfer down a line are evident. For a particular line, there is an upper limit for the electric field which the dielectric can withstand and hence there is a breakdown voltage. For a particular value of the breakdown voltage, the power that can be transmitted down the line is inversely proportional to the VSWR, according to (6-242). Similarly, there can be an upper limit for the current that can be carried by the conductors of the line without overheating them. Again, (6-242) states that, for a particular value of this current, the power that can be transmitted down the line is inversely proportional to the VSWR.

Another and perhaps more serious limitation imposed by standing waves concerns the input impedance of the line. In the presence of standing waves, that is, when the load impedance is not equal to the characteristic impedance, it follows from ( $6-237$ ) that the input impedance of the line will vary with frequency since the electrical length of the line and hence $\bar{\Gamma}(d)=\bar{\Gamma}(0) e^{-j 2 \beta d}$ changes. This sensitivity to frequency increases with the electrical length of the line. To show this, let the length of the line be $l=n \lambda$. If the frequency is changed by an amount $\Delta f$, then the change in $n$ is given by

$$
\Delta n=\Delta\left(\frac{l}{\lambda}\right)=\Delta\left(\frac{l f}{v_{p}}\right)=\frac{l}{v_{p}} \Delta f=\frac{n \lambda}{v_{p}} \Delta f=n \frac{\Delta f}{f}
$$

Thus $\Delta n$, the change in the number of wavelengths corresponding to the line length, is proportional to $n$.

For these reasons, it is necessary to eliminate standing waves on the line by connecting a "matching" device near the load such that the line views an effective impedance equal to its own characteristic impedance on the generator side of the matching device. The matching device should not at the same time absorb any power. Small sections of short-circuited lines known as stubs connected in parallel with the line at appropriate distances from the load are used for this purpose since their input impedance is purely reactive and hence they do not absorb any power. Indeed we are making use of standing waves (on the stub) to eliminate standing waves (on the line between the generator and the stub)! This technique of matching is known as stub matching. We now illustrate the principle behind the stub matching technique by means of an example.

Example 6-25. A lossless transmission line having a characteristic impedance of 50 ohms is terminated by a load impedance $\bar{Z}_{R}$ equal to ( $30-j 40$ ) ohms. It is desired to find the location and the length of a lossless, short-circuited stub connected in parallel with the line so that a match is obtained between the generator driving this line and the load, assuming that the characteristic impedance of the stub is 50 ohms.

The principle behind the stub matching technique consists of finding the location nearest to the load at which the real part of the line admittance (reciprocal of the line impedance) is equal to the line characteristic admittance
$Y_{0}$ (reciprocal of the line characteristic impedance $Z_{0}$ ). The imaginary part of the line admittance is then cancelled by placing in parallel with the line a short-circuited stub of appropriate length so that its input susceptance is equal to the negative of the imaginary part of the line admittance to the right of the stub as shown in Fig. 6.51. The line admittance seen from the left of


Fig. 6.51. Transmission-line matching by means of a stub.
the stub is then equal to $\left(Y_{0}+j B\right)+(-j B)=Y_{0}$. The line impedance seen from the left of the stub into the junction of the line and the stub is therefore equal to $Z_{0}$ and a match is achieved. To find the required parameters, we proceed in a step-by-step manner as follows:
(a) Find the reflection coefficient at the load.

$$
\bar{\Gamma}(0)=\frac{\bar{Z}_{R}-Z_{0}}{\bar{Z}_{R}+Z_{0}}=\frac{(30-j 40)-50}{(30-j 40)+50}=0.5 e^{-j \pi / 2}
$$

(b) Find the reflection coefficient as a function of $d$.

$$
\bar{\Gamma}(d)=\bar{\Gamma}(0) e^{-j 2 \beta d}=0.5 e^{-j(2 \beta d+\pi / 2)}
$$

(c) Find the line admittance as a function of $d$.

$$
\begin{aligned}
\bar{Y}(d) & =\frac{1}{\bar{Z}(d)}=\frac{1}{Z_{0}}\left[\frac{1}{1+\bar{\Gamma}(d)}\right] \\
& =\frac{1}{50}\left[\frac{1-0.5 e^{-j(2 \beta d+\pi / 2)}}{1+0.5 e^{-j(2 \beta d+\pi / 2)}}\right] \\
& =0.02 \frac{0.75+j \cos 2 \beta d}{1.25-\sin 2 \beta d}
\end{aligned}
$$

(d) Set the real part of $\bar{Y}(d)$ equal to $Y_{0}$ and solve for $d$.

$$
0.02 \frac{0.75}{1.25-\sin 2 \beta d}=0.02
$$

or

$$
\begin{array}{rlrlrl}
\sin 2 \beta d & =0.5 & & \\
2 \beta d & =\frac{\pi}{6} & & \text { or } & & \frac{5 \pi}{6} \\
d & =\frac{\lambda}{24} & & \text { or } & & \frac{5 \lambda}{24}
\end{array}
$$

Thus the stub must be located at a distance $\lambda / 24$ or $5 \lambda / 24$ from the load.
(e) To find the length of the stub, we note that the imaginary part of $\bar{Y}(d)$ is $(0.02 \cos 2 \beta d) /(1.25-\sin 2 \beta d)$. Its value at the stub location is

$$
B= \begin{cases}0.02 \times 1.15 & \text { for } d=\frac{\lambda}{24} \\ 0.02 \times(-1.15) & \text { for } d=\frac{5 \lambda}{24}\end{cases}
$$

(f) The input impedance of a short-circuited line of length $l$ is given by (6-234). The input admittance is

$$
\bar{Y}_{\text {in }}=\frac{1}{\bar{Z}_{\text {in }}}=\frac{1}{j Z_{0} \tan \beta l}=-j Y_{0} \cot \beta l
$$

Thus the stub length $l$ must be such that

$$
-j Y_{0} \cot \beta l= \begin{cases}-j 0.02 \times 1.15 & \text { for } d=\frac{\lambda}{24} \\ j 0.02 \times 1.15 & \text { for } d=\frac{5 \lambda}{24}\end{cases}
$$

or

$$
l= \begin{cases}0.113 \lambda & \text { for } d=\frac{\lambda}{24} \\ 0.387 \lambda & \text { for } d=\frac{5 \lambda}{24}\end{cases}
$$

The steps involved in the analytical solution of the stub matching problem in the preceding example consist of conversion from line impedance to reflection coefficient, then going along the constant $|\bar{\Gamma}|$ circle in the complex-plane diagram of Fig. 6.47 to find $\bar{\Gamma}(d)$ and then converting back to impedance. This process of conversion and reconversion from one quantity to the other can be eliminated by constructing a chart which associates with each point in the complex $\bar{\Gamma}$ plane the corresponding impedance or admittance. One such chart is known as the Smith chart. To discuss the basis of Smith chart construction, we define the normalized line impedance, $\bar{z}(d)$, as the ratio of the line impedance $\bar{Z}(d)$ to the characteristic impedance $Z_{0}$. Thus

$$
\begin{equation*}
\bar{z}(d)=\frac{\bar{Z}(d)}{Z_{0}}=\frac{1+\bar{\Gamma}(d)}{1-\Gamma(d)} \tag{6-243}
\end{equation*}
$$

Conversely,

$$
\begin{equation*}
\bar{\Gamma}(d)=\frac{\vec{z}(d)-1}{\bar{z}(d)+1} \tag{6-244}
\end{equation*}
$$

Letting $\bar{z}(d)=r+j x$, we have

$$
\bar{\Gamma}(d)=\frac{r+j x-1}{r+j x+1}=\frac{(r-1)+j x}{(r+1)+j x}
$$

and

$$
|\bar{\Gamma}(d)|=\left[\frac{(r-1)^{2}+x^{2}}{(r+1)^{2}+x^{2}}\right]^{1 / 2} \leq 1
$$

for positive values of $r$. Thus, for passive line impedances, the reflection coefficient lies inside or on the circle of unit radius in the $\bar{\Gamma}$ plane. We will hereafter call this circle the unit circle. Conversely, each point inside or on the unit circle represents a possible value of reflection coefficient corresponding to a unique value of passive normalized line impedance in view of (6-243). Hence all possible values of passive normalized line impedances can be mapped onto the region bounded by the unit circle.

To determine how the normalized line impedance values are mapped onto the region bounded by the unit circle, we note that

$$
\bar{\Gamma}=\frac{r+j x-1}{r+j x+1}=\frac{r^{2}-1+x^{2}}{(r+1)^{2}+x^{2}}+j \frac{2 x}{(r+1)^{2}+x^{2}}
$$

so that

$$
\begin{aligned}
& \mathfrak{R e}(\bar{\Gamma})=\frac{r^{2}-1+x^{2}}{(r+1)^{2}+x^{2}} \\
& \mathfrak{s m b}(\bar{\Gamma})=\frac{2 x}{(r+1)^{2}+x^{2}}
\end{aligned}
$$

Let us now discuss different cases:
(a) $\bar{z}$ is purely real; that is, $x=0$. Then

$$
\mathfrak{R C}(\bar{\Gamma})=\frac{r-1}{r+1} \quad \text { and } \quad \operatorname{sm}(\bar{\Gamma})=0
$$

Purely real values of $\bar{z}$ are represented by points on the real axis. For example, $r=0, \frac{1}{3}, 1,3$, and $\infty$ are represented by $\bar{\Gamma}=-1$, $-\frac{1}{2}, 0, \frac{1}{2}$, and 1, respectively, as shown in Fig. 6.52(a).
(b) $z$ is purely imaginary; that is, $r=0$. Thus

$$
|\bar{\Gamma}|=\left|\frac{x^{2}-1}{x^{2}+1}+j \frac{2 x}{x^{2}+1}\right|=1
$$

and

$$
\overline{\bar{\Gamma}}=\tan ^{-1} \frac{2 x}{x^{2}-1}
$$

Purely imaginary values of $\bar{z}$ are represented by points on the unit circle. For example, $x=0,1, \infty,-1$, and $-\infty$ are represented by


Fig. 6.52. Development of the Smith chart by transformation from $\bar{z}$ to $\bar{\Gamma}$.
$\bar{\Gamma}=1 / \pi, 1 / \pi / 2,1 / 0^{\circ}, 1 /-\pi / 2$ and $1 / 2 \pi$, respectively, as shown in Fig. 6.52(b).
(c) $\bar{z}$ is complex but its real part is constant. Then

$$
\begin{aligned}
& {\left[\operatorname{Re}(\overline{\mathrm{\Gamma}})-\frac{r}{r+1}\right]^{2}+[\operatorname{gnt}(\bar{\Gamma})]^{2}} \\
& =\left[\frac{r^{2}-1+x^{2}}{(r+1)^{2}+x^{2}}-\frac{r}{r+1}\right]^{2}+\left[\frac{2 x}{(r+1)^{2}+x^{2}}\right]^{2}=\left(\frac{1}{r+1}\right)^{2}
\end{aligned}
$$

This is the equation of a circle with center at $\mathcal{R e} e(\bar{\Gamma})=r /(r+1)$ and $\mathfrak{g m b}(\bar{\Gamma})=0$ and radius equal to $1 /(r+1)$. Thus loci of constant $r$ are circles in the $\bar{\Gamma}$ plane with centers at $[r /(r+1), 0]$ and radii $1 /(r+1)$. For example, for $r=0, \frac{1}{3}, 1,3$, and $\infty$, the centers of the circles are $(0,0),\left(\frac{1}{4}, 0\right),\left(\frac{1}{2}, 0\right),\left(\frac{3}{4}, 0\right)$, and $(1,0)$, respectively, and the radii are $1, \frac{3}{4}, \frac{1}{2}, \frac{1}{4}$, and 0 , respectively. These circles are shown in Fig. 6.52(c).
(d) $\bar{z}$ is complex but its imaginary part is constant. Then

$$
\begin{aligned}
& {[\operatorname{Pe}(\bar{\Gamma})-1]^{2}+\left[\operatorname{smm}(\bar{\Gamma})-\frac{1}{x}\right]^{2}} \\
& =\left[\frac{r^{2}-1+x^{2}}{(r+1)^{2}+x^{2}}-1\right]^{2}+\left[\frac{2 x}{(r+1)^{2}+x^{2}}-\frac{1}{x}\right]^{2}=\left(\frac{1}{x}\right)^{2}
\end{aligned}
$$

This is the equation of a circle with center at $\operatorname{Re}(\bar{\Gamma})=1$ and $\mathfrak{g} m(\bar{\Gamma})=1 / x$ and radius equal to $1 /|x|$. Thus locii of constant $x$ are circles in the $\bar{\Gamma}$ plane with centers at $(1,1 / x)$ and radii equal to $1 /|x|$. For example, for $x=0, \pm \frac{1}{2}, \pm 1, \pm 2$, and $\pm \infty$, the centers of the circles are $(1, \infty),(1, \pm 2),(1, \pm 1),\left(1, \pm \frac{1}{2}\right)$, and $(1,0)$, respectively, and the radii are $\infty, 2,1, \frac{1}{2}$, and 0 , respectively. Portions of these circles which fall inside the unit circle are shown in Fig. 6.52(d). Portions which fall outside the unit circle represent active impedances.
Combining (c) and (d), we obtain the chart of Fig. 6.52(e). In a commercially available form shown in Fig. 6.53, the Smith chart contains circles of constant $r$ and constant $x$ for very small increments of $r$ and $x$, respectively, so that interpolation between the contours can be carried out accurately. We now illustrate the application of the Smith chart by means of some examples.

Example 6-26. A transmission line of characteristic impedance 50 ohms is terminated by a load impedance $\bar{Z}_{R}=(15-j 20)$ ohms. It is desired to find the following quantities by using the Smith chart.
(1) Reflection coefficient at the load.
(2) VSWR on the line.
(3) Distance of the first voltage minimum of the standing wave pattern from the load.
(4) Line impedance at $d=0.05 \lambda$.
(5) Line admittance at $d=0.05 \lambda$.
(6) Location nearest to the load at which the real part of the line adnittance is equal to the line characteristic admittance.
We proceed with the solution of the problem in the following step-yystep manner with reference to Fig. 6.54.
(a) Find the normalized load impedance.

$$
\bar{z}_{R}=\frac{\bar{Z}_{R}}{Z_{0}}=\frac{15-j 20}{50}=0.3-j 0.4
$$

(b) Locate the normalized load impedance on the Smith chart at the intersection of the 0.3 constant normalized resistance circle and -0.4 consant normalized reactance circle (point $A$ ).


Fig. 6.53. The Smith chart (Copyrighted by and reproduced with the permission of Kay Elemetrics Corp., Pine Brook, N.J.).
(c) Locating point $A$ actually amounts to computing the reflection coefficient at the load since the Smith chart is a transformation in the $\bar{\Gamma}$ plane. The magnitude of the reflection coefficient is the distance from the center $(O)$ of the Smith chart (origin of the $\bar{\Gamma}$ plane) to the point $A$ based on a radius of unity for the outermost circle. For this example, $|\bar{\Gamma}(0)|=0.6$. The phase angle of $\bar{\Gamma}(0)$ is the angle measured from the horizontal axis to the right of $O$ (positive real axis in the $\bar{\Gamma}$ plane) to the line $O A$ in the counterclockwise direction. This angle is indicated on the chart along its circumference. For this example, $/ \bar{\Gamma}(0)=227^{\circ}$. Thus

$$
\bar{\Gamma}(0)=0.6 e^{j 227^{\circ}}
$$



Fig. 6.54. For illustrating the various procedures to be followed in using the Smith chart.
(d) To find the VSWR, we recall that at the location of a voltage maximum, the line impedance is purely real and maximum. Denoting this impedance as $R_{\max }$, we have

$$
\begin{equation*}
R_{\max }=\frac{V_{\max }}{L_{\text {min }}}=\frac{\left|\bar{V}^{+}\right|(1+|\bar{\Gamma}|)}{\left(\left|\bar{V}^{+}\right| / Z_{0}\right)(1-|\bar{\Gamma}|)}=Z_{0}(\mathrm{VSWR}) \tag{6-245}
\end{equation*}
$$

Thus the normalized value of $R_{\text {max }}$ is equal to the VSWR. We therefore move along the line to the location of the voltage maximum, which involves going around the constant $|\bar{\Gamma}|$ circle to the point on the positive real axis. To do this on the Smith chart, we draw a circle passing through $A$ and with center at $O$. This circle is known as the "constant VSWR circle" since for points on this circle, $|\bar{\Gamma}|$ and hence $\operatorname{VSWR}=(1+|\bar{\Gamma}|) /(1-|\bar{\Gamma}|)$ is a constant. Impedance values along this circle are normalized line impedances as seen moving along the line. In particular; since point $B$ (the intersection of the constant VSWR circle with the horizontal axis to the right of $O$ ) corresponds to voltage maximum, the normalized impedance value at point $B$ which is purely real and maximum, is equal to the VSWR. Thus, for this example, $V S W R=4$.
(e) Just as point $B$ represents the position of a voltage maximum on the line, point $C$ (intersection of the constant VSWR circle with the horizontal axis to the left of $O$, i.e., the negative real axis of the $\bar{\Gamma}$ plane) represents the location of a voltage minimum. Hence, to find the distance of the first voltage minimum from the load, we move along the constant VSWR circle starting at point $A$ (load impedance) towards the generator (clock wise
direction on the chart) to reach point $C$. Distance moved along the constant VSWR circle in this process can be determined by recognizing that one complete revolution around the chart ( $\bar{\Gamma}$-plane diagram) constitutes movement on the line by $0.5 \lambda$. However, it is not necessary to compute in this manner since distance scales in terms of $\lambda$ are provided along the periphery of the chart for movement in both directions. For this example, the distance from the load to the first voltage minimum $=(0.5-0.435) \lambda=0.065 \lambda$. Conversely, if the VSWR and the location of the voltage minimum are specified, we can find the load impedance following the above procedures in reverse.
(f) To find the line impedance at $d=0.05 \lambda$, we start at point $A$ and move along the constant VSWR circle towards the generator (in the clockwise direction) by a distance of $0.05 \lambda$ to reach point $D$. This step is equivalent to finding the reflection coefficient at $d=0.05 \lambda$ knowing the reflection coefficient at $d=0$ and then computing the normalized line impedance by using (6-243). Thus, from the coordinates corresponding to point $D$, the normalized line impedance at $d=0.05 \lambda$ is ( $0.26-j 0.09$ ) and hence the line impedance at $d=0.05 \lambda$ is $50(0.26-j 0.09)$ or $(13-j 4.5)$ ohms.
(g) To find the line admittance at $d=0.05 \lambda$, we recall that

$$
[\bar{Z}(d)]\left[\bar{Z}\left(d+\frac{\lambda}{4}\right)\right]=Z_{0}^{2}
$$

so that

$$
[\bar{z}(d)]\left[\bar{z}\left(d+\frac{\lambda}{4}\right)\right]=1
$$

or

$$
\begin{equation*}
\bar{y}(d)=\tilde{z}\left(d+\frac{\lambda}{4}\right) \tag{6-246}
\end{equation*}
$$

Thus the normalized line admittance at a point $D$ is the same as the normalized line impedance at a distance $\lambda / 4$ from it. Hence, to find $\bar{y}(0.05 \lambda)$, we start at point $D$ and move along the constant VSWR circle by a distance $\lambda / 4$ to reach point $E$ (we note that this point is diametrically opposite to point $D)$ and read its coordinates. This gives $\bar{y}(0.05 \lambda)=(3.4+j 1.2)$. We then have $\bar{Y}(0.05 \lambda)=\bar{y}(0.05 \lambda) \times Y_{0}=(3.4+j 1.2) \times 1 / 50=(0.068+j 0.024) \mathrm{mhos}$.
(h) Relationship (6-246) permits us to use the Smith chart as an admittance chart instead of an impedance chart. In other words, if we want to find the normalized line admittance $\bar{y}(Q)$ at a point $Q$ on the line, knowing the normalized line admittance $\bar{y}(P)$ at another point $P$ on the line, we can simply locate $\bar{y}(P)$ by entering the chart at coordinates equal to its real and imaginary parts and then moving along the constant VSWR circle by the amount of the distance from $P$ to $Q$ in the proper direction to obtain the coordinates equal to the real and imaginary parts of $\bar{y}(Q)$. Thus it is not necessary first to locate $\bar{z}(P)$ diametrically opposite to $\bar{y}(P)$ on the constant VSWR circle, then move along the constant VSWR circle to locate $\bar{z}(Q)$,
and then find $\bar{y}(Q)$ diametrically opposite to $\bar{z}(Q)$. To find the location nearest to the load at which the real part of the line admittance is equal to the line characteristic admittance, we first locate $\bar{y}(0)$ at point $F$ diametrically opposite to point $A$ which corresponds to $\bar{z}(0)$. We then move along the constant VSWR circle towards the generator to reach point $G$ on the circle corresponding to constant real part equal to unity (we call this circle the "unit conductance circle"). Distance moved from $F$ to $G$ is read off the chart as $(0.325-0.185) \lambda=0.14 \lambda$. This is the distance closest to the load at which the real part of the normalized line admittance is equal to unity and hence the real part of the line admittance is equal to the line characteristic admittance.

Example 6-27. It is desired to solve the stub matching problem of Example 6-25 by using the Smith chart.

We make use of the principle of stub matching illustrated in Example 6-25 and the procedures learned in Example 6-26 to solve this problem in the following step-by-step manner with reference to Fig. 6.55.
(a) Find the normalized load impedance.

$$
\bar{z}_{R}=\frac{\bar{Z}_{R}}{\bar{Z}_{0}}=\frac{30-j 40}{50}=0.6-j 0.8
$$

Locate the normalized load impedance on the Smith chart at point $A$.


Fig. 6.55. Solution of transmission-line matching problem by using the Smith chart.
(b) Draw the constant VSWR circle passing through point $A$. This is the locus of the normalized line impedance as well as the normalized line admittance. Starting at point $A$, go around the constant VSWR circle by half a revolution to reach point $B$ diametrically opposite to point $A$. Point $B$ corresponds to the normalized load admittance.
(c) Starting at point $B$, go around the constant VSWR circle towards the generator until point $C$ on the unit conductance circle is reached. This point corresponds to the normalized line admittance having the real part equal to unity and hence it corresponds to the location of the stub. The distance moved from point $B$ to point $C$ (not from point $A$ to point $C$ ) is equal to the distance from the load at which the stub must be located. Thus the location of the stub from the load $=(0.1665-0.125) \lambda=0.0415 \lambda$.
(d) Read off the Smith chart the normalized susceptance value corresponding to point $C$. This value is 1.16 and it is the imaginary part of the normalized line admittance at the location of the stub. The imaginary part of the line admittance is equal to $1.16 \times Y_{0}=(1.16 / 50)$ mhos. The input susceptance of the stub must therefore be equal to $-(1.16 / 50)$ mhos.
(e) This step consists of finding the length of a short-circuited stub having an input susceptance equal to $-(1.16 / 50)$ mhos. We can use the Smith chart for this purpose since this simply consists of finding the distance between two points on a line (the stub in this case) at which the admittances (purely imaginary in this case) are known. Thus, since the short circuit corresponds to a susceptance of infinity, we start at point $D$ and move towards the generator along the constant VSWR circle through $D$ (the outermost circle) to reach point $E$ corresponding to $-j 1.16$, which is the input admittance of the stub normalized with respect to its own characteristic admittance. The distance moved from $D$ to $E$ is the required length of the stub. Thus length of the short-circuited stub $=(0.363-0.25) \lambda=0.113 \lambda$.
(f) The results obtained for the location and the length of the stub agree with one of the solutions found analytically in Example 6-25. The second solution can be obtained by noting that in step (c) above, we can go around the constant VSWR circle from point $B$ until point $F$ on the unit conductance circle is reached instead of stopping at point $C$. The stub location for this solution is $(0.3335-0.125) \lambda=0.2085 \lambda$. The required input susceptance of the stub is $(1.16 / 50)$ mhos. The length of the stub is the distance from point $D$ to point $G$ in the clockwise direction. This is $(0.137+0.25) \lambda=0.387 \lambda$. These values are the same as the second solution obtained in Example 6-25.

We have illustrated the use of the Smith chart by considering the trans-mission-line matching problem. However, from the procedures learned in Example 6.26, it can be seen that the Smith chart can be used for all trans-mission-line and analogous plane-wave problems involving reflection, transmission, and matching. As a further illustration of the applications of
the Smith chart, we will learn in the following section that waveguide problems can be treated by using transmission-line equivalents. Thus the Smith chart can be used for solving these and many other problems.

### 6.12 Waveguides; Dispersion and Group Velocity

In Section 6.8 we obtained the solution for the one-dimensional wave equa tion as $(+)$ and $(-)$ uniform plane waves traveling along that dimension and then deduced the expressions for the fields in a uniform plane wave traveling in an arbitrary direction with reference to a coordinate system. We now make use of these expressions to discuss uniform plane waves incident obliqueliy on a perfect conductor and then introduce the concept of waveguides. Since an arbitrarily polarized uniform plane wave can be decomposed into linearly polarized uniform plane waves, we consider linearly polarized uniform planle waves only for this discussion. Let us consider a perfect conductor occupying the $x=0$ plane and upon which is incident a uniform plane wave having the electric field vector

$$
\begin{align*}
\overline{\mathbf{E}}_{i} & =\bar{E}_{0} e^{-j k_{c} r} \mathbf{i}_{y} \\
& =\bar{E}_{0} e^{-j\left(\beta \cos \theta_{i} i_{x}+\beta \sin \theta_{i} i_{i}\right) \cdot \mathbf{r}} \mathbf{i}_{y}  \tag{6-247a}\\
& =\bar{E}_{0} e^{-j\left(\beta x \cos \theta_{i}+\beta z \sin \theta_{i}\right) \mathbf{i}_{y}}
\end{align*}
$$

where $\bar{E}_{0}$ is a constant, $\beta=\omega \sqrt{\mu \epsilon}$, and $\theta_{i}$ is the angle between the propagation vector $\boldsymbol{\beta}_{i}$ and the normal to the conductor as shown in Fig. 6.56. The expression for the corresponding magnetic field vector can be obtained by using ( $6-200$ ) as follows:


Fig. 6.56. Oblique incidence of a uniform plane wave on a perfect conductor.

Since the boundary condition at a perfect conductor surface dictates that the tangential component of the electric field be zero, a reflected wave must exist which cancels completely the tangential component (which is the only component in this case) of the electric field vector of the incident wave at the surface of the conductor. Such cancellation is possible only if the tangential component of the electric field in the reflected wave at the surface of the conductor is entirely in the $y$ direction, that is, the same as the direction of the tangential component of the electric field vector of the incident wave. Furthermore, since we are dealing with linearly polarized uniform plane waves, the electric field in the reflected wave must everywhere be in the same direction. Hence it must have a $y$ component only everywhere. Thus the electric and magnetic fields of the reflected wave can be written as

$$
\begin{align*}
\overline{\mathbf{E}}_{r} & =\bar{E}_{0}^{\prime} e^{-j \beta_{r} \cdot \mathbf{i}_{y}} \\
& =\bar{E}_{0}^{\prime} e^{-j\left(-\beta \cos \theta_{r}+\mathbf{i}_{z}+\beta \sin \theta_{r} \mathbf{i}_{z}\right) \cdot \mathbf{i}_{y}}  \tag{6-248a}\\
& =\bar{E}_{0}^{\prime} e^{j\left(\beta x \cos \theta_{r}-\beta_{z} \sin \theta_{r} \mathbf{i}_{y}\right.} \\
\overline{\mathbf{H}}_{r} & =\frac{1}{\omega \mu} \boldsymbol{\beta}_{r} \times \overline{\mathbf{E}}_{r}  \tag{6-248b}\\
& =\sqrt{\frac{\epsilon}{\mu}}\left(-\bar{E}_{0}^{\prime} \sin \theta_{r} \mathbf{i}_{x}-\bar{E}_{0}^{\prime} \cos \theta_{r} \mathbf{i}_{z}\right) e^{j\left(\beta x \cos \theta_{r}-\beta_{z} \sin \theta_{r}\right)}
\end{align*}
$$

where $\bar{E}_{0}^{\prime}$ is a constant, $\beta=\omega \sqrt{\mu \epsilon}$, and $\theta_{r}$ is the angle between the propagation vector $\boldsymbol{\beta}_{r}$ and the normal to the conductor as shown in Fig. 6.56.

Adding the incident and reflected fields, we obtain the components of the total electric and magnetic fields as

$$
\begin{gather*}
\bar{E}_{y}=\bar{E}_{0} e^{-j\left(\beta_{x} \cos \theta_{1}+\beta_{z} \sin \theta_{i}\right)}+\bar{E}_{0}^{\prime} e^{j\left(\beta_{x} \cos \theta_{r}-\beta_{z} \sin \theta_{r}\right)}  \tag{6-249a}\\
\bar{H}_{x}=\sqrt{\frac{\epsilon}{\mu}}\left[-\bar{E}_{0} \sin \theta_{i} e^{-j\left(\beta x \cos \theta_{i}+\beta_{z} \sin \theta_{i}\right)}\right.  \tag{6-249b}\\
\left.\quad-\bar{E}_{0}^{\prime} \sin \theta_{r} e^{j\left(\beta_{x} \cos \theta_{r}-\beta_{z} \sin \theta_{r}\right)}\right] \\
\bar{H}_{z}=\sqrt{\frac{\epsilon}{\mu}}\left[\bar{E}_{0} \cos \theta_{i} e^{-j\left(\beta_{x} \cos \theta_{i}+\beta_{z} \sin \theta_{i}\right)}\right.  \tag{6-249c}\\
\left.\quad-\bar{E}_{0}^{\prime} \cos \theta_{r} e^{j\left(\beta_{x} \cos \theta_{r}-\beta_{z} \sin \theta_{r}\right)}\right]
\end{gather*}
$$

Applying the boundary condition at the surface of the conductor, we have

$$
\begin{equation*}
\left[\bar{E}_{y}\right]_{x=0}=\bar{E}_{0} e^{-j \beta_{z} \sin \theta_{1}}+\bar{E}_{0}^{\prime} e^{-j \beta_{z} \sin \theta_{r}}=0 \quad \text { for all } z \tag{6-250}
\end{equation*}
$$

Equation (6-250) can be satisfied only if the exponential factors are equal for all $z$. Thus we obtain the result

$$
\begin{equation*}
\theta_{r}=\theta_{i} \tag{6-251}
\end{equation*}
$$

that is, the angle of reflection is equal to the angle of incidence, which is the familiar law of reflection in optics. Substituting (6-251) into (6-250), we have

$$
\begin{equation*}
\bar{E}_{0}^{\prime}=-\bar{E}_{0} \tag{6-252}
\end{equation*}
$$

Substituting (6-251) and (6-252) into (6-249a)-(6-249c), we obtain the follow-
ing expressions for the components of the total fields:

$$
\begin{align*}
& \bar{E}_{y}=-2 j \bar{E}_{0} \sin \left(\beta x \cos \theta_{i}\right) e^{-j \beta_{z} \sin \theta_{i}}  \tag{6-253a}\\
& \bar{H}_{x}=\sqrt{\frac{\epsilon}{\mu}} 2 j \bar{E}_{0} \sin \theta_{i} \sin \left(\beta x \cos \theta_{i}\right) e^{-j \beta_{z} \sin \theta_{i}}  \tag{6-253b}\\
& \bar{H}_{z}=\sqrt{\frac{\epsilon}{\mu}} 2 \bar{E}_{0} \cos \theta_{i} \cos \left(\beta x \cos \theta_{i}\right) e^{-j \beta_{z} \sin \theta_{i}} \tag{6-253c}
\end{align*}
$$

The exponential factor in (6-253a)-(6-253c) lends a pure traveling wave character in the $z$ direction to the fields whereas the sine and cosine factors involving $x$ lend a complete standing wave character in the $x$ direction. In fact, the complex Poynting vector is given by

$$
\begin{align*}
& \overline{\mathbf{P}}= \frac{1}{2} \overline{\mathbf{E}} \times \overline{\mathbf{H}}^{*}=\frac{1}{2}\left[\bar{E}_{y} \bar{H}_{z}^{*} \mathbf{i}_{x}+\left(-\bar{E}_{y}\right)\left(\bar{H}_{x}^{*}\right) \mathbf{i}_{z}\right] \\
&=\frac{1}{2} \sqrt{\frac{\epsilon}{\mu}}\left[-2 j\left|\bar{E}_{0}\right|^{2} \cos \theta_{i} \sin \left(2 \beta x \cos \theta_{i}\right) \mathbf{i}_{x}\right.  \tag{6-254}\\
&\left.+4\left|\bar{E}_{0}\right|^{2} \sin \theta_{i} \sin ^{2}\left(\beta x \cos \theta_{i}\right) \mathbf{i}_{z}\right]
\end{align*}
$$

Thus the time-average power flow is entirely in the $z$ direction whereas the reactive power flow is associated entirely with the $x$ direction. The situation can therefore be described as one of complete standing waves in the $x$ direction traveling as a whole in the $z$ direction.

We note from (6-253a) that $\bar{E}_{y}$ is equal to zero not only at the surface of the conductor ( $x=0$ ), but also in other planes given by

$$
\sin \left(\beta x \cos \theta_{i}\right)=0
$$

or

$$
\beta x \cos \theta_{i}=-m \pi \quad m=1,2,3, \ldots
$$

or

$$
\begin{equation*}
x=-\frac{m \pi}{\beta \cos \theta_{i}}=-\frac{m \lambda}{2 \cos \theta_{i}} \quad m=1,2,3, \ldots \tag{6-255}
\end{equation*}
$$

where $\lambda=2 \pi / \beta$ is the wavelength along the direction of incidence (or reflection). Introduction of perfect conductors in planes parallel to the conductor surface and at distances of integral multiples of $\lambda /\left(2 \cos \theta_{i}\right)$ from it does not alter in any way the total field, once it is established. Let us introduce a perfectly conducting plate in the plane $x=-m \lambda /\left(2 \cos \theta_{i}\right)$ as shown in Fig. 6.57, where $m$ can take any integer value. The two conductors support standing waves in the $x$ direction while permitting traveling waves in the $z$ direction. The phenomenon is actually one of uniform plane waves bouncing obliquely between the two plane conductors as shown in Fig. 6.57. The structure is known as a parallel-plate "waveguide." The total magnetic field has a component in the $z$ direction, which is the direction of time-average power flow whereas the electric field is entirely transverse to the $z$ direction. For this reason, the waves are known as "transverse electric" or TE waves.

Let us now fix the spacing between the parallel plates as $a$ and discuss the


Fig. 6.57. Bouncing of a uniform plane wave obliquely along a parallel-plate waveguide.
behavior of the guided waves as the frequency of the source exciting these waves is varied. Setting $m \lambda /\left(2 \cos \theta_{i}\right)$ equal to $a$, we have

$$
\begin{equation*}
\cos \theta_{i}=\frac{m \lambda}{2 a} \tag{6-256}
\end{equation*}
$$

From (6-256), we note that, for very high frequencies, $\lambda \approx 0, \cos \theta_{i} \approx 0$, $\theta_{i} \approx 90^{\circ}$, and the waves slide between the plates almost like a TEM wave. As the frequency is decreased, $\lambda$ increases, $\cos \theta_{i}$ increases, $\theta_{i}$ decreases, and the waves bounce obliquely between the plates, progressing in the $z$ direction until, for $\lambda=2 a / m, \cos \theta_{i}=1, \theta_{i}=0^{\circ}$, and the waves bounce back and forth between the plates and normal to them so that there is no progress in the $z$ direction. These different cases are illustrated in Figs. 6.58(a)-(d).


Fig. 6.58. Bouncing of uniform plane waves of different frequencies between parallel plane conductors of fixed spacing for illustrating the "cutoff" phenomenon.

For $\lambda>2 a / m, \cos \theta_{i}>1, \sin \theta_{i}=\sqrt{1-\cos ^{2} \theta_{i}}$ becomes imaginary, the exponents in the expressions for the total fields become real, and the situation no longer corresponds to one of wave propagation; the fields diminish in magnitude along $z$. Thus there is a wavelength below which propagation occurs and above which there is no propagation. This is known as the cutoff
wavelength and is denoted by the symbol $\lambda_{c}$. Here,

$$
\begin{equation*}
\lambda_{c}=\frac{2 a}{m} \quad m=1,2,3, \ldots \tag{6-257}
\end{equation*}
$$

The corresponding cutoff frequency is given by

$$
\begin{equation*}
f_{c}=\frac{v_{p}}{\lambda_{c}}=\frac{m}{2 a \sqrt{\mu \epsilon}} \quad m=1,2,3, \ldots \tag{6-258}
\end{equation*}
$$

where $v_{p}=1 / \sqrt{\mu \epsilon}$ is the phase velocity along the direction of incidence (or reflection). For $f>f_{c}$, propagation occurs and for $f<f_{c}$, there is no propagation.

Substituting $\lambda_{c}$ for $2 a / m$ in (6-256), we have

$$
\begin{aligned}
\cos \theta_{i} & =\frac{\lambda}{\lambda_{c}}, \sin \theta_{i}=\sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}} \\
\beta \cos \theta_{i} & =\frac{2 \pi}{\lambda} \frac{\lambda}{\lambda_{c}}=\frac{2 \pi}{\lambda_{c}}=\frac{m \pi}{a} \\
\beta \sin \theta_{i} & =\frac{2 \pi}{\lambda} \sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}}
\end{aligned}
$$

But $\beta \sin \theta_{i}$ is the component of the propagation vector $\boldsymbol{\beta}_{i}$ in the $z$ directiord, that is, along the guide axis. Hence the wavelength in the $z$ direction, which we call the guide wavelength $\lambda_{g}$, is given by

$$
\lambda_{g}=\frac{2 \pi}{\beta \sin \theta_{i}}=\frac{\lambda}{\sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}}=\frac{\lambda}{\sqrt{1-\left(f_{c} / f\right)^{2}}}
$$

Now, substituting for $\beta \cos \theta_{i}$ and $\beta \sin \theta_{i}$ in the expressions for the conhponents of the total fields given by (6-253a)-(6-253c), we obtain expressions independent of $\theta_{i}$ as

$$
\begin{align*}
& \bar{E}_{y}=-2 j \bar{E}_{0} \sin \left(\frac{m \pi x}{a}\right) e^{-j\left(2 \pi / \lambda_{g}\right) z} \\
& \bar{H}_{x}=2 j \frac{\bar{E}_{0}}{\eta} \frac{\lambda}{\lambda_{g}} \sin \left(\frac{m \pi x}{a}\right) e^{-j\left(2 \pi / \lambda_{g}\right) z}  \tag{6-260~b}\\
& \bar{H}_{z}=2 \frac{\bar{E}_{0}}{\eta} \frac{\lambda}{\lambda_{c}} \cos \left(\frac{m \pi x}{a}\right) e^{-j\left(2 \pi / \lambda_{g}\right) z} \tag{6-260c}
\end{align*}
$$

where $\eta=\sqrt{\mu / \epsilon}$ and $\lambda_{g}$ and $\lambda_{c}$ are given by (6-259) and (6-257), respectively. The solution for the fields corresponding to each value of $m$ is called a mode. The $x$ dependence of the fields is sinusoidal with $m$ half-sine variations between the plates. The fields are independent of the $y$ coordinate; that is, they have zero half-sine variations along the $y$ direction. The solutions are therefore said to correspond to $\mathrm{TE}_{m, 0}$ modes, where the first and second subscripts represent the number of half-sine variations of the fields in the $x$ and $y$ directions, respectively. The cutoff wavelength is smaller and the cutoff frequency is higher, the larger the value of $m$. For any particular wave frequency, all modes for which the cutoff frequencies are less than the wave
frequency can propagate down the guide. The mode which has the lowest cutoff frequency is known as the dominant mode. Here, the $\mathrm{TE}_{1,0}$ mode is the dominant mode.

From the expressions for the fields, we note that the constant phase surfaces are the planes $z=$ constant. The rate of change of phase with distance along $z$, that is, along the normal to the constant phase surfaces, is $2 \pi / \lambda_{g}$. Hence the phase velocity in the $z$ direction, which we denote as $v_{p z}$, is given by

$$
\begin{equation*}
v_{p z}=\frac{\omega}{\left(2 \pi / \lambda_{g}\right)}=\frac{\omega}{\beta \sin \theta_{i}}=\frac{v_{p}}{\sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}}=\frac{v_{p}}{\sqrt{1-\left(f_{\mathrm{c}} / f\right)^{2}}} \tag{6-261}
\end{equation*}
$$

where $v_{p}=1 / \sqrt{\mu \epsilon}$. We note that $v_{p z}$ is simply the apparent phase velocity of the obliquely bouncing waves along the $z$ direction. We also note that $v_{p z}$ is a function of frequency $f$, the consequence of which we will discuss later in this section. The constant amplitude surfaces are given by $x=$ constant. Thus, for the total fields, the amplitude is not constant over the constant phase surfaces.

From the point of view of time-average power flow, the field components of interest are $-\bar{E}_{y}$ and $\bar{H}_{x}$, as can be seen from (6-254). The wave impedance obtained by taking the ratio of these two components is known as the guide impedance and is denoted by the symbol $\eta_{g}$. Thus

$$
\begin{equation*}
\eta_{g}=\frac{-\bar{E}_{y}}{\bar{H}_{x}}=\eta \frac{\lambda_{g}}{\lambda}=\frac{\eta}{\sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}}=\frac{\eta}{\sqrt{1-\left(f_{c} / f\right)^{2}}} \tag{6-262}
\end{equation*}
$$

Now, using the analogy

$$
\begin{align*}
-\bar{E}_{y} & \longleftrightarrow \bar{V} \\
\bar{H}_{x} & \longleftrightarrow \bar{I} \\
\lambda_{g} & \longleftrightarrow \lambda  \tag{6-263}\\
v_{p z} & \longleftrightarrow v_{p} \\
\eta_{g} & \longleftrightarrow \eta
\end{align*}
$$

we can develop a transmission-line equivalent as shown in Fig. 6.59 which is valid for power flow in the $z$ direction. Employing the transmission-line techniques discussed in Sections 6.9, 6.10, and 6.11 in conjunction with this equivalent, we can solve reflection, transmission, and matching problems

Fig. 6.59. Transmission-line equivalent for power flow along the guide for TE waves in a parallelplate waveguide.

involving TE modes in waveguides. The proof is left as an exercise (Problem 6.68) for the student. We will now consider some examples, to consolidate what we have learned thus far in this section.

Example 6-28. The dimension $a$ of a parallel-plate waveguide is 5.0 cm . Determine the propagating $\mathrm{TE}_{m, 0}$ modes for a wave frequency of $10,000 \mathrm{MHz}$, assuming free space between the plates. For each propagating mode, find (a) the cutoff frequency $f_{c}$, (b) the angle $\theta_{i}$ at which the wave bounces obliquely between the conductors, (c) the guide wavelength $\lambda_{g}$, (d) the phase velocity $v_{p z}$, and (e) the guide impedance $\boldsymbol{\eta}_{\boldsymbol{g}}$.

From (6-257), the cutoff wavelengths are $\lambda_{c}=2 a / m=10 / m \mathrm{~cm}$. The wave frequency of $10,000 \mathrm{MHz}$ corresponds to a wavelength $\lambda$ of 3 cm io free space. Hence the propagating $\mathrm{TE}_{m, 0}$ modes are $\mathrm{TE}_{1,0}\left(\lambda_{c}=10 \mathrm{~cm}\right)$, $\mathrm{TE}_{2,0}\left(\lambda_{c}=5 \mathrm{~cm}\right)$, and $\mathrm{TE}_{3,0}\left(\lambda_{c}=10 / 3 \mathrm{~cm}\right)$. For each propagating mode, the quantities $f_{c}, \theta_{i}, \lambda_{g}, v_{p z}$, and $\eta_{g}$ can be computed by using the following formulas:

$$
\begin{gathered}
f_{c}=\frac{v_{p}}{\lambda_{c}}=\frac{1}{\lambda_{c} \sqrt{\mu_{0} \epsilon_{0}}} \\
\theta_{i}=\cos ^{-1} \frac{\lambda}{\lambda_{c}} \\
\lambda_{g}=\frac{\lambda}{\sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}} \\
v_{p z}=\frac{v_{p}}{\sqrt{1-\left(\overline{\left.\lambda / \lambda_{c}\right)^{2}}\right.} \quad \text { where } v_{p}=\frac{1}{\sqrt{\mu_{0} \epsilon_{0}}}} \begin{array}{c}
\eta \\
\eta_{g}=\frac{\eta}{\sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}} \quad \text { where } \eta=\sqrt{\frac{\mu_{0}}{\epsilon_{0}}}
\end{array} .
\end{gathered}
$$

The computed values are as follows:

| Mode | $T E_{1,0}$ | $T E_{2,0}$ | $T E_{3,0}$ |
| :--- | :---: | :---: | :---: |
| $f_{c}, \mathrm{MHz}$ | 3000 | 6000 | 9000 |
| $\theta_{i}, \mathrm{deg}$ | 72.55 | 53.13 | 25.15 |
| $\lambda_{g}, \mathrm{~cm}$ | 3.145 | 3.75 | 6.883 |
| $v_{p z}, \mathrm{~m} / \mathrm{sec}$ | $3.145 \times 10^{8}$ | $3.75 \times 10^{8}$ | $6.883 \times 10^{8}$ |
| $\eta_{g}, \mathrm{ohms}$ | 395.2 | 471.2 | 864.9 |

Example 6-29. A parallel-plate waveguide extending in the $z$ direction and having $a=3 \mathrm{~cm}$ has a dielectric discontinuity at $z=0$ as shown in Fig. 6.60(a). For $\mathrm{TE}_{1,0}$ waves of frequency $6,000 \mathrm{MHz}$ incident from the free-space side, (a) find the fraction of the incident power transmitted into the region $z>0$, and (b) find the length and permittivity of a quarter-wave section required to achieve a match between the two media.


Fig. 6.60. (a) Dielectric discontinuity in a parallel-plate waveguide. (b) Transmission-line equivalent for power flow across the discontinuity for the $\mathrm{TE}_{1,0}$ mode.

Since the discontinuity exists over the entire transverse section of the waveguide, we can use the transmission-line equivalent of Fig. 6.59 for each section of the guide. For the $\mathrm{TE}_{1,0}$ mode, $\lambda_{c}=2 a=6 \mathrm{~cm}$. For $f=6000$ MHz , the wavelength in free space is $\lambda_{1}=5 \mathrm{~cm}$ and the wavelength in a dielectric of permittivity $4 \epsilon_{0}$ is $\lambda_{2}=2.5 \mathrm{~cm}$. Since $\lambda_{1}$ and $\lambda_{2}$ are both less than $\lambda_{c}$, the $\mathrm{TE}_{1,0}$ mode can propagate in both sections. Denoting the guide parameters associated with sections 1 and 2 by subscripts 1 and 2, respectively, we have

$$
\begin{aligned}
& \eta_{\varepsilon 1}=\frac{\eta_{1}}{\sqrt{1-\left(\lambda_{1} / \lambda_{c}\right)^{2}}}=\frac{377}{\sqrt{1-(5 / 6)^{2}}}=682 \mathrm{ohms} \\
& \eta_{g 2}=\frac{\eta_{2}}{\sqrt{1-\left(\lambda_{2} / \lambda_{c}\right)^{2}}}=\frac{188.5}{\sqrt{1-(2.5 / 6)^{2}}}=207.35 \mathrm{ohms}
\end{aligned}
$$

The transmission-line equivalent for power flow in the $z$ direction is shown in Fig. 6.60(b). The reflection coefficient at $z=0$ is then given by

$$
\bar{\Gamma}=\frac{\eta_{g 2}-\eta_{g 1}}{\eta_{g 2}+\eta_{g 1}}=\frac{207.35-682}{207.35+682}=-0.5337
$$

Thus the fraction of incident power transmitted into the region $z>0$ is $1-|\bar{\Gamma}|^{2}=1-0.5337^{2}=0.715$. The characteristic impedance of a quarterwave section required to achieve a match between line 1 and line 2 must be equal to $\sqrt{\eta_{g 1} \eta_{g 2}}$. Denoting the parameters associated with the quarterwave section by subscript 3 , we have

$$
\eta_{83}=\frac{\eta_{3}}{\sqrt{1-\left(\lambda_{3} / \lambda_{c}\right)^{2}}}=\sqrt{\eta_{g 1} \eta_{g 2}}
$$

or

$$
\begin{aligned}
\frac{\eta_{1} \sqrt{\epsilon_{1} / \epsilon_{3}}}{\sqrt{1-\left(\lambda_{1} / \lambda_{c}\right)^{2}\left(\epsilon_{1} / \epsilon_{3}\right)}} & =\sqrt{\eta_{g 1} \eta_{g 2}} \\
\frac{\epsilon_{1} / \epsilon_{3}}{1-(5 / 6)^{2}\left(\epsilon_{1} / \epsilon_{3}\right)} & =\frac{\eta_{g 1} \eta_{g 2}}{\eta_{1}^{2}}=\frac{682 \times 207.35}{377^{2}}=0.995 \\
\epsilon_{3} & =1.6995 \epsilon_{0}
\end{aligned}
$$

Hence the permittivity of the quarter-wave matching section must be equal to $1.6995 \epsilon_{0}$. To determine the required length of the matching section, we compute the guide wavelength in the section as

$$
\begin{aligned}
\lambda_{g 3} & =\frac{\lambda_{3}}{\sqrt{1-\left(\lambda_{3} / \lambda_{c}\right)^{2}}}=\frac{\lambda_{1} / \sqrt{1.6995}}{\sqrt{1-\left(\lambda_{1} / \lambda_{c}\right)^{2}(1 / 1.6995)}} \\
& =\frac{3.8355}{\sqrt{1-0.4086}}=4.9874 \mathrm{~cm}
\end{aligned}
$$

Hence the required length $=\lambda_{g} / 4=1.24685 \mathrm{~cm}$.
We have merely introduced the concept of a waveguide by considering $\mathrm{TE}_{m, 0}$ modes in a parallel-plate guide. Since the electric field is entirely along the $y$ direction, that is, tangential to the plates, introduction of two more conductors in two $y=$ constant planes, say $y=0$ and $y=b$, does not in any way alter the field configuration of the $\mathrm{TE}_{m, 0}$ mode. We then have a metallic pipe with rectangular cross section in the $x y$ plane as shown in Fig. 6.61. Such a structure is known as a "rectangular waveguide." The fields


Fig. 6.61. Cross section of a rectangular waveguide.
in the $\mathrm{TE}_{m, 0}$ modes have $m$ half-sinusoidal variations in the $x$ direction and no variations in the $y$ direction. They are due to uniform plane waves having electric field in the $y$ direction only and bouncing obliquely between the walls $x=0$ and $x=a$. In a similar manner, we can have uniform plane waves having electric field in the $x$ direction only and bouncing obliquely between the walls $y=0$ and $y=b$, resulting in $\mathrm{TE}_{0, n}$ modes. The cutoff wavelengths and frequencies for these modes can be obtained by substituting $b$ for $a$ and $n$ for $m$ in (6-257) and (6-258), respectively. We can even have $\mathrm{TE}_{m, n}$ modes due to uniform plane waves having both $x$ and $y$ components of electric field and bouncing between all four walls, satisfying the boundary condition
that the tangential electric fields at the walls are zero. We can repeat the entire discussion by starting with uniform plane waves incident obliquely on a perfect conductor with their magnetic field entirely parallel to the plane of the conductor, leading to transverse magnetic or TM modes. We should, however, note that $\mathrm{TM}_{m, 0}$ and $\mathrm{TM}_{0, n}$ modes are not possible in rectangular waveguides. To see why this is so, we note, for example, that $\mathrm{TM}_{m, 0}$ modes in parallel-plate waveguides contain $x$ components of electric fields and it is not possible to place conductors in $y=$ constant planes without creating half-sine variations of $E_{x}$ in the $y$ direction. For a particular frequency, all modes for which the cutoff frequencies are less than that frequency can propagate along the guide. However, in practice, waveguides are designed to transmit only the dominant mode, that is, the $\mathrm{TE}_{10}$ mode by a suitable choice of the dimensions $a$ and $b$.

We will now discuss the consequence of $v_{p z}$, the phase velocity along the guide axis, being a function of frequency. Let us consider a wave which is made up of a group of waves of different frequencies. If the phase velocity is independent of frequency, the different frequency components maintain the same phase relationships at each and every point along the direction of propagation, thereby preserving the waveshape as it travels. We can then say that the group as a whole travels with the phase velocity. If, on the other hand, the phase velocity is dependent on frequency, the different frequency components do not maintain the same phase relationships at points along the direction of propagation, thereby changing the waveshape. This phenomenon is known as "dispersion," so termed after the phenomenon of dispersion of colors by a prism. In the presence of dispersion, we cannot say that the group as a whole travels with any one of the phase velocities of its components. However, we can attribute a velocity known as the "group velocity," denoted by $v_{g}$ for the group travel under certain conditions.

To discuss the concept of group velocity, let us consider a group of two waves of frequencies $\omega_{1}$ and $\omega_{2}\left(>\omega_{1}\right)$. Let the associated phase constants be $\beta_{1}$ and $\beta_{2}$. Then the phase velocities associated with $\omega_{1}$ and $\omega_{2}$ are $v_{p 1}=\omega_{1} / \beta_{1}$ and $v_{p 2}=\omega_{2} / \beta_{2}$, respectively. Let us consider an instant of time, say $t=0$, at which the variations of the two waveforms with distance are as shown in Fig. 6.62(a), in which there is a coincidence of the two waveforms at the point designated $A_{1}, A_{2}$. For the parallel-plate waveguide, Eq. (6-261) indicates that the phase velocity decreases as frequency is increased. Hence, as the two waves travel along $z$, the waveform for $\omega_{2}$ slides backwards relative to the waveform for $\omega_{1}$. Thus, while the points $B_{1}$ and $B_{2}$ of Fig. 6.62(a) both move in the positive $z$ direction as time progresses, the spacing between them decreases continuously until, at a time $\Delta t$, the two points coincide as shown in Fig. 6.62(b). The variation with distance of one waveform relative to the other is then exactly the same as in Fig. 6.62(a). For an observer, the group as a whole appears to be shifted in

(b)


Fig. 6.62. For illustrating the concept of group velocity and for deriving an expression for the group velocity.
distance by $d$ in time $\Delta t$. Hence the group velocity is

$$
v_{g}=\frac{d}{\Delta t}
$$

But
the distance moved by $B_{1}$ in time $\Delta t=\lambda_{1}+d$
the distance moved by $B_{2}$ in time $\Delta t=\lambda_{2}+d$
where $\lambda_{1}$ and $\lambda_{2}$ are the wavelengths corresponding to $\omega_{1}$ and $\omega_{2}$. From the phase velocities associated with $\omega_{1}$ and $\omega_{2}$, we then have

$$
\begin{aligned}
& \lambda_{1}+d=\frac{\omega_{1}}{\beta_{1}} \Delta t \\
& \lambda_{2}+d=\frac{\omega_{2}}{\beta_{2}} \Delta t
\end{aligned}
$$

These two equations can be solved to obtain $\Delta t$ and $d$ as

$$
\begin{aligned}
\Delta t & =\frac{\lambda_{1}-\lambda_{2}}{\left(\omega_{1} / \beta_{1}\right)-\left(\omega_{2} / \beta_{2}\right)}=2 \pi \frac{\beta_{2}-\beta_{1}}{\omega_{1} \beta_{2}-\omega_{2} \beta_{1}} \\
d & =\frac{\left(\omega_{2} / \beta_{2}\right) \lambda_{1}-\left(\omega_{1} / \beta_{1}\right) \lambda_{2}}{\left(\omega_{1} / \beta_{1}\right)-\left(\omega_{2} / \beta_{2}\right)}=2 \pi \frac{\omega_{2}-\omega_{1}}{\omega_{1} \beta_{2}-\omega_{2} \beta_{1}}
\end{aligned}
$$

so that

$$
\begin{equation*}
v_{g}=\frac{\omega_{2}-\omega_{1}}{\beta_{1}-\beta_{1}} \tag{6-264}
\end{equation*}
$$

Between times zero and $\Delta t$, the distance variation of one waveform relative to the other is obviously such that the group is not identical to a displaced version of the group at $t=0$. However, let us look at the waveform obtained by adding the two signals. This is given by

$$
\begin{align*}
E= & E_{0} \cos \left(\omega_{1} t-\beta_{1} z\right)+E_{0} \cos \left(\omega_{2} t-\beta_{2} z\right) \\
= & E_{0} \cos \left[\left(\frac{\omega_{1}+\omega_{2}}{2} t-\frac{\beta_{1}+\beta_{2}}{2} z\right)-\left(\frac{\omega_{2}-\omega_{1}}{2} t-\frac{\beta_{2}-\beta_{1}}{2} z\right)\right] \\
& +E_{0} \cos \left[\left(\frac{\omega_{1}+\omega_{2}}{2} t-\frac{\beta_{1}+\beta_{2}}{2} z\right)+\left(\frac{\omega_{2}-\omega_{1}}{2} t-\frac{\beta_{2}-\beta_{1}}{2} z\right)\right] \\
= & 2 E_{0} \cos \left(\frac{\omega_{2}-\omega_{1}}{2} t-\frac{\beta_{2}-\beta_{1}}{2} z\right) \cos \left(\frac{\omega_{1}+\omega_{2}}{2} t-\frac{\beta_{1}+\beta_{2}}{2} z\right) \tag{6-265}
\end{align*}
$$

The right side of (6-265) represents a wave of frequency $\left(\omega_{1}+\omega_{2}\right) / 2$ traveling with a phase velocity $\left(\omega_{1}+\omega_{2}\right) /\left(\beta_{1}+\beta_{2}\right)$ and with its amplitude modulated in accordance with another wave of frequency $\left(\omega_{2}-\omega_{1}\right) / 2$ traveling with a phase velocity $\left(\omega_{2}-\omega_{1}\right) /\left(\beta_{2}-\beta_{1}\right)$, as shown in Fig. 6.63. Thus,


Fig. 6.63. For illustrating that the envelope of the superposition of two waves of frequencies $\omega_{1}$ and $\omega_{2}$ and phase constants $\beta_{1}$ and $\beta_{2}$, respectively, moves with the group velocity $\left(\omega_{2}-\omega_{1}\right) /\left(\beta_{2}-\beta_{1}\right)$.
although the waveform for $\left(\omega_{1}+\omega_{2}\right) / 2$ is changing in phase in accordance with the phase velocity $\left(\omega_{1}+\omega_{2}\right) /\left(\beta_{1}+\beta_{2}\right)$, its envelope is moving with the velocity $\left(\omega_{2}-\omega_{1}\right) /\left(\beta_{2}-\beta_{1}\right)$. As far as the amplitude is concerned, the entire group appears to be moving with the velocity $\left(\omega_{2}-\omega_{1}\right) /\left(\beta_{2}-\beta_{1}\right)$.

For the parallel-plate waveguide, the phase constant corresponding to $v_{p z}$ is

$$
\begin{equation*}
\beta_{z}=\frac{\omega}{v_{p_{z}}}=\frac{\omega}{v_{p}} \sqrt{1-\left(\frac{f_{c}}{f}\right)^{2}}=\beta \sqrt{1-\left(\frac{\omega_{c}}{\omega}\right)^{2}} \tag{6-266}
\end{equation*}
$$

The variation of $\beta_{z}$ with $\omega$ is shown in Fig. 6.64. A diagram of this kind is known as the $\omega-\beta_{z}$ diagram or the dispersion diagram. The phase velocity corresponding to any particular frequency is given by the slope of the line


Fig. 6.64. $\beta_{z}$ versus $\omega$ for the parallel-plate waveguide.
drawn from the origin to the point on the curve corresponding to that frequency. The group velocity corresponding to any two frequencies $\omega_{1}$ and $\omega_{2}$ is given by the slope of the line joining the two points on the curve corresponding to those two frequencies. If we have a band of frequencies, we can find group velocities for each pair of these frequencies in this manner. We can attribute a group velocity to the entire group only if all these group velocities are equal. From Fig. 6.64, we see that this is not possible for a wide band of frequencies because of the nonlinear dependence of $\beta_{z}$ upon $\omega$. Hence it is not meaningful to talk of a group velocity for a group of waves comprising a wide band of frequencies. If, on the other hand, the frequencies are contained in a narrow band about a predominant frequency $\omega$, then we can approximate the nonlinear $\omega-\beta_{z}$ curve in that narrow band by a straight line having the slope equal to that of the actual curve at $\omega$ so that it is meaningful to attribute a velocity to that group. This group velocity is given by

$$
\begin{equation*}
v_{g z}=\frac{d \omega}{d \beta_{z}} \tag{6-267}
\end{equation*}
$$

For $\beta_{z}$ given by (6-266),

$$
\begin{aligned}
\frac{d \beta_{z}}{d \omega} & =\beta\left[1-\left(\frac{\omega_{c}}{\omega}\right)^{2}\right]^{-1 / 2} \frac{\omega_{c}^{2}}{\omega^{3}}+\frac{d \beta}{d \omega}\left[1-\left(\frac{\omega_{c}}{\omega}\right)^{2}\right]^{1 / 2} \\
& =\frac{\omega_{c}^{2}}{v_{p} \omega^{2}}\left[1-\left(\frac{\omega_{c}}{\omega}\right)^{2}\right]^{-1 / 2}+\frac{1}{v_{p}}\left[1-\left(\frac{\omega_{c}}{\omega}\right)^{2}\right]^{1 / 2} \\
& =\frac{1}{v_{p}}\left[1-\left(\frac{\omega_{c}}{\omega}\right)^{2}\right]^{-1 / 2}
\end{aligned}
$$

and

$$
\begin{align*}
v_{g z} & =\frac{d \omega}{d \beta_{z}}=v_{p} \sqrt{1-\left(\frac{\omega_{c}}{\omega}\right)^{2}} \\
& =v_{p} \sqrt{1-\left(\frac{f_{c}}{f}\right)^{2}}=v_{p} \sqrt{1-\left(\frac{\lambda}{\lambda_{c}}\right)^{2}}<v_{p} \tag{6-268}
\end{align*}
$$

Substituting for $\sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}$ in terms of $\theta_{i}$, we have

$$
v_{g z}=v_{p} \sin \theta_{i}
$$

Thus the group velocity is the component of $v_{p}$ along the $z$ axis. It is the distance between two constant $z$ planes divided by the time taken by a point on the obliquely bouncing wavefront to pass from one plane to the other as shown in Fig. 6.65. This gives the physical interpretation for the group


Fig. 6.65. For illustrating that the group velocity is the velocity with which energy propagates along the guide axis.
velocity as the velocity with which energy propagates along the guide axis. In fact, this physical interpretation is valid not only in this case but, in general, whenever a meaningful velocity can be attributed to the group.

Finally, we note a simple relationship between $v_{p z}, v_{g z}$, and $v_{p}$ as

$$
\begin{equation*}
v_{p z} v_{\mathrm{gz}}=v_{p}^{2} \tag{6-269}
\end{equation*}
$$

Because the dispersion which we have discussed here is caused by the geome-
try associated with the bouncing of the waves between the walls, it is known as "geometric dispersion." There are other types of dispersion as we will learn in later sections. The relationship (6-267) also holds for these other types of dispersion since its derivation is independent of the mechanism causing the dispersion.

### 6.13 Waves in Imperfect Dielectrics and Conductors; Attenuation and the Skin Effect

Thus far we have been concerned with wave propagation in perfect dielectric media ( $\sigma=0$ ). In this section we will discuss wave propagation in lossy media, especially in good conductors. We restrict our discussion to sinusoidal steady state. For a medium characterized by conductivity $\sigma$, permittivity $\epsilon$, and permeability $\mu$, we recall that Maxwell's curl equations are given by

$$
\begin{aligned}
& \boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}=-\mu \frac{\partial \mathbf{H}}{\partial t} \\
& \boldsymbol{\nabla} \times \mathbf{H}=\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t}=\sigma \mathbf{E}+\epsilon \frac{\partial \mathbf{E}}{\partial t}
\end{aligned}
$$

For sinusoidally time-varying fields, we have

$$
\begin{align*}
\nabla \times \overline{\mathbf{E}} & =-j \omega \mu \overline{\mathbf{H}}  \tag{6-270a}\\
\nabla \times \overline{\mathbf{H}} & =\sigma \overline{\mathbf{E}}+j \omega \epsilon \overline{\mathbf{E}}=(\sigma+j \omega \epsilon) \overline{\mathbf{E}} \tag{6-270b}
\end{align*}
$$

Taking the curl of (6-270a) on both sides and using the vector identity for $\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \overline{\mathbf{E}}$, we obtain

$$
\begin{equation*}
\boldsymbol{\nabla}(\boldsymbol{\nabla} \cdot \overline{\mathbf{E}})-\nabla^{2} \overline{\mathbf{E}}=-j \omega \mu \boldsymbol{\nabla} \times \overline{\mathbf{H}} \tag{6-271}
\end{equation*}
$$

But from (6-270b), we have

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \overline{\mathbf{E}}=\frac{1}{\sigma+j} \overline{j \omega \epsilon} \boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \times \overline{\mathbf{H}}=0 \tag{6-272}
\end{equation*}
$$

Substituting ( $6-272$ ) and ( $6-270 b$ ) into ( $6-271$ ), we obtain the vector wave equation for the electric field as

$$
\begin{equation*}
\nabla^{2} \overline{\mathbf{E}}=j \omega \mu(\sigma+j \omega \epsilon) \overline{\mathbf{E}} \tag{6-273}
\end{equation*}
$$

Defining a complex quantity $\bar{\gamma}$ as

$$
\bar{\gamma}^{2}=j \omega \mu(\sigma+j \omega \epsilon)
$$

we write (6-273) as

$$
\begin{equation*}
\nabla^{2} \overline{\mathbf{E}}=\bar{\gamma}^{2} \overline{\mathbf{E}} \tag{6-275}
\end{equation*}
$$

Assuming that the electric field has only an $x$ component, which is dependent on the $z$ coordinate only, that is,

$$
\overline{\mathbf{E}}=\bar{E}_{x}(z) \mathbf{i}_{x}
$$

Eq. (6-275) reduces to

$$
\begin{equation*}
\frac{\partial^{2} \bar{E}_{x}}{\partial z^{2}}=\bar{\gamma}^{2} \bar{E}_{x} \tag{6-276}
\end{equation*}
$$

The solution for (6-276) is given by

$$
\begin{equation*}
\bar{E}_{x}(z)=\bar{A} e^{-\bar{\gamma} z}+\bar{B} e^{\bar{\gamma} z} \tag{6-277}
\end{equation*}
$$

where $\bar{A}$ and $\bar{B}$ are arbitrary constants. Since $\bar{\gamma}$ is a complex number, we can write

$$
\begin{equation*}
\bar{\gamma}=\alpha+j \beta \tag{6-278}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the real and imaginary parts of $\bar{\gamma}$, respectively. Substituting (6-278) into (6-277) and also writing $\bar{A}=A e^{j \theta}$ and $\bar{B}=B e^{j \phi}$, we have

$$
\begin{equation*}
\bar{E}_{x}(z)=A e^{-\alpha z} e^{-j \beta z} e^{j \theta}+B e^{\alpha z} e^{j \beta z} e^{j \phi} \tag{6-279}
\end{equation*}
$$

and

$$
\begin{align*}
E_{x}(z, t) & =\mathfrak{R} \mathscr{L}\left[\vec{E}_{x}(z) e^{j \omega t}\right]  \tag{6-280}\\
& =A e^{-\alpha z} \cos (\omega t-\beta z+\theta)+B e^{\alpha z} \cos (\omega t+\beta z+\phi)
\end{align*}
$$

Ignoring the factors $e^{-\alpha z}$ and $e^{\alpha z}$ on the right side of (6-280) for a moment, we note that the first and second terms represent the $(+)$ and $(-)$ waves, respectively. The factor $e^{-\alpha z}$ decreases in value as $z$ increases, thereby resulting in attenuation of the ( + ) wave as it progresses in the positive $z$ direction. Similarly, the factor $e^{\alpha z}$ decreases in value as $z$ decreases, thereby resulting in the attenuation of the ( - ) wave as it progresses in the negative $z$ direction. The factor $\alpha$ is therefore known as the "attenuation constant." The units of $\alpha$ are nepers per meter. The word "neper" is a variation of the spelling of the name Napier. The factor $\beta$ is, of course, the "phase constant" associated with the traveling waves. Since $\alpha$ and $\beta$ together characterize the propagation of the wave, the factor $\bar{\gamma}$ is known as the "propagation constant." Since we have identified the two terms on the right side of (6-277) as representing $(+)$ and ( - ) waves, respectively, we can replace $\bar{A}$ and $\bar{B}$ by $\bar{E}_{x}^{+}$and $\bar{E}_{\bar{x}}^{-}$, respectively, and write

$$
\begin{equation*}
\bar{E}_{x}(z)=\bar{E}_{x}^{+} e^{-\overline{\gamma_{z}}}+\bar{E}_{x}^{-} e^{\bar{\gamma} z} \tag{6-281a}
\end{equation*}
$$

The corresponding solution for $\overline{\mathbf{H}}$ contains a $y$ component only which can be obtained by substituting (6-281a) into (6-270a). Thus

$$
\begin{equation*}
\bar{H}_{y}(z)=\frac{1}{\bar{\eta}}\left(\bar{E}_{x}^{+} e^{-\gamma z}-\bar{E}_{x}^{-} e^{\gamma z}\right) \tag{6-281b}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\eta}=\frac{j \omega \mu}{\bar{\gamma}}=\sqrt{\frac{j \omega \mu}{\sigma+j \omega \epsilon}} \tag{6-282}
\end{equation*}
$$

is the intrinsic impedance of the medium, which is now complex. Equations (6-281a) and (6-281b) together represent uniform plane-wave solution for the lossy medium since, in the planes of constant phase, the amplitudes of the fields are uniform although there is attenuation from one plane to another.

To obtain the expressions for $\alpha$ and $\beta$, we substitute (6-278) into (6-274) and equate the real and imaginary parts on both sides of the resulting equabtion. Thus we have

$$
\alpha^{2}-\beta^{2}=-\omega^{2} \mu \epsilon \quad \text { and } \quad 2 \alpha \beta=\omega \mu \sigma
$$

Solving these two equations for $\alpha$, we get

$$
\alpha^{2}=\frac{\omega^{2} \mu \epsilon}{2}\left( \pm \sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}-1\right)
$$

The minus sign associated with the square root in the above equation makles $\alpha$ imaginary. Hence we ignore it to obtain

$$
\alpha=\omega\left[\frac{\mu \epsilon}{2}\left(\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}-1\right)\right]^{1 / 2}
$$

and

$$
\begin{equation*}
\beta=\sqrt{\alpha^{2}+\omega^{2} \mu \epsilon}=\omega\left[\frac{\mu \epsilon}{2}\left(\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}+1\right)\right]^{1 / 2} \tag{6-28;4}
\end{equation*}
$$

Note that if $\sigma=0$, Eqs. (6-283), (6-284), and (6-282) give $\alpha=0, \beta=\omega \sqrt{1 \overline{u \epsilon}}$, and $\bar{\eta}=\sqrt{\mu / \epsilon}$, which correspond to a perfect dielectric medium. Since $\beta$ given by ( $6-284$ ) is not a linear function of $\omega$, the wave propagation in the lossy medium is characterized by dispersion. This type of dispersion is known as "conductive" dispersion since it is due to the conductivity of the medium.

The expressions for $\alpha$ and $\beta$ given by (6-283) and (6-284), respectively, are very complicated. They can, however, be reduced to simple expressions for two special cases. We now consider these two special cases:
(a) Good dielectrics: $\sigma \ll \omega \epsilon$; that is, conduction current is very small compared to displacement current. We can then write

$$
\sqrt{1+\left(\frac{\sigma}{\omega \epsilon}\right)^{2}} \approx 1+\frac{\sigma^{2}}{2 \omega^{2} \epsilon^{2}}-\frac{\sigma^{4}}{8 \omega^{4} \epsilon^{4}}
$$

The simplified expressions for $\alpha, \beta$, and $\bar{\eta}$ are

$$
\begin{align*}
\alpha & \approx \omega \sqrt{\frac{\mu \epsilon}{2}\left(\frac{\sigma^{2}}{2 \omega^{2} \epsilon^{2}}-\frac{\sigma^{4}}{8 \omega^{4} \epsilon^{4}}\right)} \approx \frac{1}{2} \sigma \sqrt{\frac{\mu}{\epsilon}}\left(1-\frac{\sigma^{2}}{8 \omega^{2} \epsilon^{2}}\right)  \tag{6-2,85a}\\
\beta & \left.\approx \omega \sqrt{\frac{\mu \epsilon}{2}\left(2+\frac{\sigma^{2}}{2 \omega^{2} \epsilon^{2}}\right.}\right) \approx \omega \sqrt{\mu \epsilon}\left(1+\frac{\sigma^{2}}{8 \omega^{2} \epsilon^{2}}\right) \\
\bar{\eta} & =\sqrt{\frac{j \omega \mu}{j \omega \epsilon(1+\sigma / j \omega \epsilon)}}=\sqrt{\frac{\mu}{\epsilon}}\left(1-j \frac{\sigma}{\omega \epsilon}\right)^{-1 / 2} \\
& \approx \sqrt{\frac{\mu}{\epsilon}}\left[\left(1-\frac{3}{8} \frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}\right)+j \frac{\sigma}{2 \omega \epsilon}\right] \tag{6-2.85c}
\end{align*}
$$

where we have retained all terms up to and including the second power in $\sigma / \omega \epsilon$. Although the first-term approximation of the attenuation constant given by (6-285a) seems to be independent of frequency, $\sigma$ and $\epsilon$ are, in general, functions of frequency as stated in Section 5.10. In fact, the quantity $\sigma / \omega \epsilon$ is very nearly constant for several dielectrics over wide frequency ranges.
(b) Good conductors: $\sigma \gg \omega \epsilon$; that is, conduction current is very large compared to displacement current. We can then write

$$
\sqrt{1+\left(\frac{\sigma}{\omega \epsilon}\right)^{2}} \approx \frac{\sigma}{\omega \epsilon}
$$

The simplified expressions for $\alpha, \beta$, and $\bar{\eta}$ are

$$
\begin{align*}
& \alpha \approx \omega \sqrt{\frac{\mu \epsilon}{2}\left(\frac{\sigma}{\omega \epsilon}-1\right)} \approx \omega \sqrt{\frac{\mu \sigma}{2 \omega}}=\sqrt{\frac{\omega \mu \sigma}{2}}=\sqrt{\pi f \mu \sigma}  \tag{6-286a}\\
& \beta \approx \omega \sqrt{\frac{\mu \epsilon}{2}\left(\frac{\sigma}{\omega \epsilon}+1\right)} \approx \omega \sqrt{\frac{\mu \sigma}{2 \omega}}=\sqrt{\frac{\omega \mu \sigma}{2}}=\sqrt{\pi f \mu \sigma}  \tag{6-286b}\\
& \bar{\eta} \approx \sqrt{\frac{j \omega \mu}{\sigma}}=(1+j) \sqrt{\frac{\omega \mu}{2 \sigma}}=(1+j) \sqrt{\frac{\pi f \mu}{\sigma}} \tag{6-286c}
\end{align*}
$$

Example 6-30. For uniform plane waves in sea water ( $\sigma=4 \mathrm{mhos} / \mathrm{m}, \epsilon=80 \epsilon_{0}$, $\mu=\mu_{0}$ ), find $\alpha, \beta, \bar{\eta}$, and $\lambda$ for two frequencies: (a) $10,000 \mathrm{MHz}$ and (b) 25 kHz .

The frequency at which $\sigma=\omega \epsilon$ is equal to $4 /\left(2 \pi \times 80 \times 10^{-9} / 36 \pi\right)$ or 900 MHz . Hence, for $10,000 \mathrm{MHz}, \sigma \ll \omega \epsilon$, sea water is a good dielectric and for $25 \mathrm{kHz}, \sigma \gg \omega \epsilon$, sea water is a good conductor.

Thus, for $10,000 \mathrm{MHz}$, we have

$$
\begin{aligned}
& \alpha \approx \frac{1}{2} \sigma \sqrt{\frac{\mu}{\epsilon}}\left(1-\frac{\sigma^{2}}{8 \omega^{2} \epsilon^{2}}\right) \approx \frac{1}{2} \sigma \sqrt{\frac{\mu}{\epsilon}}=\frac{1}{2} \times 4 \times \sqrt{\frac{\mu_{0}}{80 \epsilon_{0}}}=2 \times \frac{377}{\sqrt{80}} \\
& \quad=84.3 \text { nepers } / \mathrm{m} \\
& \beta \approx \omega \sqrt{\mu \epsilon}\left(1+\frac{\sigma^{2}}{8 \omega^{2} \epsilon^{2}}\right) \approx \omega \sqrt{\mu \epsilon}=\frac{2 \pi \times 10 \times 10^{9} \times \sqrt{80}}{3 \times 10^{8}} \\
& \quad=1873 \mathrm{rad} / \mathrm{m} \\
& \bar{\eta} \approx \sqrt{\frac{\mu}{\epsilon}}\left[\left(1-\frac{3}{8} \frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}\right)+j \frac{\sigma}{2 \omega \epsilon}\right] \approx \sqrt{\frac{\mu}{\epsilon}}=\frac{377}{\sqrt{80}}=42.15 \mathrm{ohms} \\
& \lambda=\frac{2 \pi}{\beta}=\frac{2 \pi}{1873}=3.353 \times 10^{-3} \mathrm{~m}=3.353 \mathrm{~mm}
\end{aligned}
$$

as compared to 30 mm in free space.
For 25 kHz , we have

$$
\begin{aligned}
\alpha & \approx \sqrt{\pi f \mu \sigma}=\sqrt{\pi \times 25 \times 10^{3} \times 4 \pi \times 10^{-7} \times 4}=0.2 \pi \text { nepers } / \mathrm{m} \\
\beta & \approx \sqrt{\pi f \mu \sigma}=\alpha=0.2 \pi \mathrm{rad} / \mathrm{m} \\
\bar{\eta} & \approx(1+j) \sqrt{\frac{\pi f \mu}{\sigma}}=(1+j) \sqrt{\frac{\pi \times 25 \times 10^{3} \times 4 \pi \times 10^{-7}}{4}} \\
& =0.05 \pi(1+j) \mathrm{ohms} \\
\lambda & =\frac{2 \pi}{\beta}=\frac{2 \pi}{0.2 \pi}=10 \mathrm{~m}
\end{aligned}
$$

as compared to 12 km in free space.

From these values, we conclude that low-frequency waves are more suitable for communication with underwater objects. We should, however, note that since the wavelength in free space is large for low frequencies, long antennas are required in air.

Let us now consider a uniform plane wave incident normally on a semiinfinite plane slab of good conductor as shown in Fig. 6.66. Since the


Fig. 6.66. Normal incidence of a uniform plane wave on a semiinfinite plane slab of good conductor, for illustrating the concept of skin depth.
conductor is of infinite depth, only a ( + ) wave can exist inside the conductor. The fields inside the conductor are therefore given by

$$
\begin{align*}
& \bar{E}_{x}(z)=\bar{E}_{x e^{-g z}}=\bar{E}_{x x} e^{-\sqrt{\pi f \mu \sigma} z} e^{-j \sqrt{\pi f \mu \sigma z}}  \tag{6-287a}\\
& \bar{H}_{y}(z)=\frac{\bar{E}_{x o}}{\bar{\eta}} e^{-\bar{\gamma} z}=\frac{\bar{E}_{x c}}{\bar{\eta}} e^{-\sqrt{\pi f \mu \sigma}} e^{-j \sqrt{\pi f \mu \sigma z}}
\end{align*}
$$

where $\bar{E}_{x 0}$ is the value of $\bar{E}_{x}$ at the surface $z=0$ of the conductor. To obtain an idea of how rapidly the wave is attenuated, we use the concept of "skin depth" or depth of penetration applied to plane conductors. The skin depth denoted by the symbol $\delta$ is defined as the depth or distance from the surface of the plane conductor at which the magnitude of the field is $e^{-1}$ times its value at the surface. From (6-287a), we note that

$$
\begin{equation*}
\delta=\frac{1}{\sqrt{\pi f \mu \sigma}} \tag{6-288}
\end{equation*}
$$

Thus the skin depth is inversely proportional to $\sigma, \mu$, and $f$. For copper,
the conductivity is $5.8 \times 10^{7} \mathrm{mhos} / \mathrm{m}$ so that the skin depth is given by

$$
\begin{equation*}
\delta_{\mathrm{copper}}=\frac{1}{\sqrt{\pi f \times 4 \pi \times 10^{-7} \times 5.8 \times \overline{10^{7}}}}=\frac{0.066}{\sqrt{f}} \mathrm{~m} \tag{6-289}
\end{equation*}
$$

For a frequency of $10^{6} \mathrm{~Hz}$, the skin depth of copper is 0.066 mm . Thus the fields are attenuated to $e^{-1}$ times their values at the surface in a distance of 0.066 mm even at the low frequency of 1 MHz . In a distance of one wavelength in the conductor, the attenuation is equal to $e^{\alpha, \lambda}=e^{\alpha(2 \pi / \beta)}=e^{2 \pi}$ nepers $/ \mathrm{m}$ since $\beta$ is equal to $\alpha$. In terms of decibels, this attenuation is $20 \log _{10} e^{2 \pi}=20 \log _{e} e^{2 \pi} / \log _{e} 10=40 \pi / 2.3026=54.5$. In view of the rapid attenuation of the fields inside the conductor, the fields and the current given by density $\mathbf{J}=\sigma \mathbf{E}$ are concentrated close to the surface of the conductor. This phenomenon is known as the "skin effect."

Because of the skin effect, a conductor of finite thickness equal to a few skin depths can for all practical purposes be considered as a conductor of infinite depth. Hence, if a wave is incident upon it from one side, its effect is not felt on the other side, thereby "shielding" one side of the conductor from the other. Furthermore, since there is no reflected wave inside the conductor, we can compute the power flow into the conductor by surface integration of the Poynting vector corresponding to $\bar{E}_{x}$ and $\bar{H}_{y}$ given by ( $6-287 \mathrm{a}$ ) and ( $6-287 \mathrm{~b}$ ). Thus, noting that

$$
\bar{E}_{x}(0)=\bar{E}_{x_{0}} \quad \text { and } \quad \bar{H}_{y}(0)=\frac{\bar{E}_{x_{0}}}{\bar{\eta}}
$$

we obtain the complex Poynting vector at the conductor surface as

$$
\begin{aligned}
\overline{\mathbf{P}} & =\frac{1}{2}\left[\bar{E}_{x}(0) \mathbf{i}_{x} \times \bar{H}_{y}^{*}(0) \mathbf{i}_{y}\right]=\frac{1}{2} \bar{E}_{x_{0}} \bar{E}_{\bar{\eta}_{x 0}^{*}}^{\bar{\eta}_{z}^{*}} \\
& =\frac{1}{2} \frac{\left|\bar{E}_{z x}\right|^{2}}{\bar{\eta}^{*}} \mathbf{i}_{z}=\frac{1}{2} \frac{\left|\bar{H}_{y}(0)\right|^{2}|\bar{\eta}|^{2}}{\bar{\eta}^{*}} \mathbf{i}_{z} \\
& =\frac{1}{2} \bar{\eta}\left|\bar{H}_{y}(0)\right|^{2} \mathbf{i}_{z}
\end{aligned}
$$

For a surface $S$ of length $l$ in the $x$ direction and width $w$ in the $y$ direction, the complex power flow into the conductor is

$$
\begin{equation*}
\bar{P}_{\mathrm{in}}=\int_{S} \overline{\mathbf{P}} \cdot d \mathbf{S}=\bar{P}_{z}(l w)=\frac{1}{2} l w \bar{\eta}\left|\bar{H}_{y}(0)\right|^{2} \tag{6-290}
\end{equation*}
$$

However, applying Maxwell's curl equation for $\overline{\mathbf{H}}$ in integral form to the closed path abcda shown in Fig. 6.66, we have

$$
\begin{equation*}
\oint_{a b c d a} \overline{\mathbf{H}} \cdot d \mathbf{l}=\int_{\substack{a r e a \\ a b c d}}(\sigma \overline{\mathbf{E}}+j \omega \epsilon \overline{\mathbf{E}}) \cdot d \mathbf{S} \tag{6-291}
\end{equation*}
$$

The left side of (6-291) has a contribution from $a b$ only, since along $b c$ and $d a, \overline{\mathbf{H}}$ is perpendicular to the path and along $c d, \overline{\mathbf{H}}$ is zero. Along $a b$, $\overline{\mathbf{H}}=\bar{H}_{y}(0) \mathrm{i}_{y}$ so that the integral is $w \bar{H}_{y}(0)$. On the right side of $(6-291)$, the
second term in the integrand can be ignored since $\sigma \gg \omega \epsilon$. Hence the integral is simply the conduction current flowing in the conductor. Denoting this by $\bar{I}_{x}$, we have

$$
\begin{equation*}
w \bar{H}_{y}(0)=\bar{I}_{x} \quad \text { or } \quad \bar{H}_{y}(0)=\frac{\bar{I}_{x}}{w} \tag{6-292}
\end{equation*}
$$

Substituting (6-292) into (6-290), we get

$$
\begin{equation*}
\bar{P}_{\text {in }}=\frac{1}{2} \bar{\eta} \frac{l}{w}\left|\bar{I}_{x}\right|^{2} \tag{6-293}
\end{equation*}
$$

Substituting for $\bar{\eta}$ in (6-293) from (6-286c), we have

$$
\begin{align*}
\bar{P}_{\text {in }} & =\frac{1}{2}(1+j) \sqrt{\frac{\pi f \mu}{\sigma}} \frac{l}{w} \cdot\left|\bar{I}_{x}\right|^{2} \\
& =\frac{1}{2}-(1+j) \frac{l}{\sigma} \bar{\delta} \bar{w}\left|\bar{I}_{x}\right|^{2}  \tag{6-294}\\
& =\frac{1}{2} \frac{l}{\sigma \delta w}\left|\bar{I}_{x}\right|^{2}+j \frac{1}{2} \frac{l}{\sigma \delta w}\left|\bar{I}_{x}\right|^{2}
\end{align*}
$$

From (5-206), the real part on the right side of (6-294) is the timeaverage power dissipated in the conductor. It is also exactly the result that would be obtained by computing the time-average power dissipated under quasistatic conditions in a conductor of length $l$, width $w$, thickness $\delta$, and conductivity $\sigma$ if the current $\bar{I}_{x}$ were distributed uniformly over the crass section of the conductor. This gives an alternative significance for the skin depth $\delta$. We will denote the resistance $l / \sigma \delta w$ by the symbol $R_{s}$. From (5-206), the imaginary part on the right side of (6-294) is $2 \omega$ times the time-average magnetic stored energy in the conductor since the time-average electric stored energy is negligible in view of $\sigma \gg \omega \epsilon$. In fact, a volume integration of $\frac{1}{4} \mu\left|\bar{H}_{y}\right|^{2}$ gives exactly the imaginary part of the right side of (6-2.94) divided by $2 \omega$, that is,

$$
\frac{1}{4} \frac{l}{\omega \sigma \delta \omega}\left|\bar{I}_{x}\right|^{2}
$$

This energy is the same as the time-average magnetic energy stored under quasistatic conditions in an inductor of value $l / \omega \sigma \delta w$ if the current $\left|\bar{I}_{x}\right|$ were flowing in it. This inductance is the internal inductance of the conductor which we denote as $L_{i}$. Thus the impedance offered by a portion of the conductor of length $l$ and width $w$ to the current flowing in it is given by

$$
\begin{equation*}
\bar{Z}_{i}=R_{s}+j \omega L_{i}=\frac{l}{\sigma \delta w}+j \frac{l}{\sigma \delta w} \tag{6-295}
\end{equation*}
$$

This impedance is known as the "internal impedance." We may emphásize that the formulas for skin depth and internal impedance developed here are strictly valid for plane conductors only. However, if the radius of a cylindrical conductor is very large compared to the skin depth for the material of the conductor, these formulas can be used with negligible error.

Example 6-31. Figure 6.67 shows the cross section of a hollow cylindrical conductor of radius $a$ and thickness $d \ll a$, in which current flows axially. It is desired to find the approximate expression for the internal impedance of the conductor per unit length in the axial direction if the skin depth $\delta$ for the material is $\ll d$.

Fig. 6.67. Cross section of a hollow cylindrical conductor of thickness small compared to its radius.


Since $d$ is $\ll a$, we can assume that the required internal impedance is approximately equal to the internal impedance of a plane conductor of appropriate width. If $d$ is not $\ll a$, we cannot use this approximation and the problem must be solved in cylindrical coordinates. If $\delta$ is $\ll d$, it is actually immaterial whether the conductor is hollow or not since the current does not penetrate much below the surface and hence the depth can be assumed to be infinity for the purpose of computing the internal impedance. Thus the required internal impedance is approximately the same as the internal impedance of a plane conductor of infinite depth and width equal to $2 \pi a$. From (6-295), this is equal to $(1+j) / 2 \pi a \sigma \delta$ per unit length in the axial direction.

In Sections 6.8, 6.9, and 6.10, we considered transmission-line waves between perfect conductors with the medium between them as a perfect dielectric. These waves are exactly TEM since the perfect conductors ( $\sigma=\infty$ ) do not require any axial electric field to maintain a current flow along them. If the dielectric is now made imperfect, the waves are still exactly TEM except that attenuation takes place as they propagate down the line. In fact, the transmission-line equivalent circuit in Section 6.7 was derived by considering the dielectric to be imperfect. On the other hand, if the conductors are imperfect, the finite conductivity requires an axial electric field for the current to flow along the conductors. This axial electric field in the conductors is accompanied by an axial electric field in the dielectric since the boundary condition at the interface between the dielectric and the conductor requires that the tangential electric field be continuous. Thus the electric field between
the conductors is no longer entirely transverse and hence the waves are no longer exactly TEM waves. However, if the conductors are good conductors, as is the case in practice, the axial electric field is very small compared to the transverse electric field and the waves between the conductors are almost TEM waves. In the conductors, the axial component of the electric field dominates so that power flow is almost normal to the dielectric-conductor interface. The situation as compared to the perfect conductor case is illustrated in Fig. 6.68. Thus, as the wave propagates, it gets attenuated


Fig. 6.68. Fields for a transmission line employing (a) perfect conductors, and (b) imperfect conductors.
partly due to power dissipation in the lossy dielectric and partly due to energy leakage into the conductors which is dissipated in the conductors. The power dissipation in the lossy dielectric is accounted for in the distributed equivalent circuit by the conductance in parallel with the capacitor. The power dissipation in the conductors can be accounted for by introducing into the series branch an impedance which is offered by the conductors to the current flow. Since the current flow is almost parallel to the conductor surface, this impedance is approximately the same as the internal impedance given by (6-295) per unit length. Thus we obtain the distributed equivalent circuit for a lossy transmission line as shown in Fig. 6.69, where the factor 2 takes into account the two conductors and
$R_{s}=$ resistance per unit length of the conductor due to skin effect,
$\mathscr{L}_{i}=$ internal inductance per unit length of the conductor dule to skin effect,
$\mathfrak{G}, \mathfrak{L}, \mathfrak{C}=$ conductance, inductance, and capacitance per unit le ngth if the conductors were perfect.

The circuit of Fig. 6.69 forms the basis for lossy transmission-line thieory which follows along lines similar to lossless transmission-line theory but is characterized by attenuation and dispersion.


Fig. 6.69. Distributed equivalent circuit for a lossy transmission line.

The concept of internal impedance is useful not only for a lossy transmission line but for any system involving waves between imperfect but good conductors, since it permits the estimation of the power loss in the conductors from the solutions for the fields in the corresponding lossless case. This is because, for good conductors, it is reasonable to assume that the fields between the conductors differ very little from the lossless case so that the current flowing in the conductors can be obtained from the tangential magnetic fields. Then, since these currents flow very nearly parallel to the conductor surface, power loss can be computed by using $\frac{1}{2}|\bar{I}|{ }^{2} R_{s}$. We will use this technique in the following section for deriving the $Q$ factor for a parallelplate resonator employing imperfect but good conductors.

### 6.14 Resonators; Laser Oscillation

In Section 6.10 we discussed complete standing waves resulting from the superposition of ( + ) and ( - ) waves of equal magnitudes. For a shortcircuited line (or a semiinfinite dielectric medium terminated by a perfect conductor), we found that the line voltage (or the electric field) is zero at distances of integral multiples of $\lambda / 2$ from the short circuit (or the perfect conductor). Hence, if we short circuit the line (or place a perfect conductor) at these points, there will be no effect on the voltage and current (or fields) at any other point. Alternatively, if we have a line of length $l$ which is short circuited at both ends (or a dielectric medium between two parallel, perfectly conducting plates) and containing some stored energy, this energy must exist in the form of complete standing waves having wavelengths such that $l=n \lambda_{n} / 2$, that is, $\lambda_{n}=2 l / n$, or $\beta_{n}=2 \pi / \lambda_{n}=n \pi / l$, where $n=1,2,3, \ldots$ as discussed in Example 6-21. The corresponding frequencies are given by $\omega_{n}=n \pi v_{p} / l$.

Thus let us consider a system of two infinite, parallel, perfectly conducting plates as shown in Fig. 6.70, between which the medium is a perfect


Fig. 6.70. Parallel-plate resonator consisting of two infinite-plane, perfectly conducting plates.
dielectric and energy is stored in the form of standing waves having field components $E_{x}$ and $H_{y}$. From (6-231a) and (6-231b), the expressions for these fields that satisfy the boundary condition at $d=0$ can be written als

$$
\begin{align*}
& E_{x}(d, t)=-2 E_{0} \sin \beta d \sin \omega t  \tag{6-296a}\\
& H_{y}(d, t)=2 \frac{E_{0}}{\eta} \cos \beta d \cos \omega t \tag{6-296b}
\end{align*}
$$

where $E_{0}$ is a constant, the value of which we need not know, and $\eta=\sqrt{\mu / \epsilon}$. Substituting $\beta=n \pi / l$ and $\omega=n \pi v_{p} / l=n \pi / l \sqrt{\mu \epsilon}$ in (6-296a) and (6-296b), we obtain

$$
\begin{align*}
& E_{x}(d, t)=-2 E_{0} \sin \frac{n \pi d}{l} \sin \frac{n \pi t}{l \sqrt{\mu \epsilon}}  \tag{6-297a}\\
& H_{y}(d, t)=2 \sqrt{\frac{\epsilon}{\mu}} E_{0} \cos \frac{n \pi d}{l} \cos \frac{n \pi t}{l \sqrt{\mu \epsilon}}
\end{align*}
$$

which satisfy the boundary condition at $d=l$ for all $t$. The instantaneous electric and magnetic stored energy densities associated with these fields are

$$
\begin{align*}
& w_{\epsilon}(d, t)=\frac{1}{2} \epsilon E_{x}^{2}=2 \epsilon E_{0}^{2} \sin ^{2} \frac{n \pi d}{l} \sin ^{2} \frac{n \pi t}{l \sqrt{\mu \epsilon}}  \tag{6-298a}\\
& w_{m}(d, t)=\frac{1}{2} \mu H_{y}^{2}=2 \epsilon E_{0}^{2} \cos ^{2} \frac{n \pi d}{l} \cos ^{2} \frac{n \pi t}{l \sqrt{\mu \epsilon}} \tag{6-298b}
\end{align*}
$$

Let us for simplicity consider the case $n=1$, that is, for which the standing waves have one-half wavelength between the plates, and sketch the energy densities as functions of $d$ for different values of $t$, as shown in Fig. 671. We note from Fig. 6.71 and from Eqs. (6-298a) and (6-298b) that the


Fig. 6.71. Electric and magnetic energy densities versus $d$ for various values of $t$ for the parallel-plate resonator of Fig. 6.70.
stored energy density at all points is entirely magnetic at certain times $(t=0, l \sqrt{\mu \epsilon}, \ldots)$ and entirely electric at certain other times $(t=l \sqrt{\mu \epsilon} / 2$, $3 l \sqrt{\mu \epsilon} / 2, \ldots$ ) with the bulk of the magnetic energy stored close to the conducting plates and the bulk of the electric energy stored close to half way between the plates for all times. The total energy density in the two fields from $d=0$ to $d=l$ must be constant with respect to time. To show that this is indeed true, we write

$$
\begin{align*}
w(t)= & \int_{d=0}^{l} w_{e}(d, t) d d+\int_{d=0}^{l} w_{m}(d, t) d d \\
= & \int_{d=0}^{l} 2 \epsilon E_{0}^{2} \sin ^{2} \frac{\pi d}{l} \sin ^{2} \frac{\pi t}{l \sqrt{\mu \epsilon}} d d \\
& +\int_{d=0}^{l} 2 \epsilon E_{0}^{2} \cos ^{2} \frac{\pi d}{l} \cos ^{2} \frac{\pi t}{l \sqrt{\mu \epsilon}} d d  \tag{6-299}\\
= & 2 \epsilon E_{0}^{2} \frac{l}{2}\left(\sin ^{2} \frac{\pi t}{l \sqrt{\mu \epsilon}}+\cos ^{2} \frac{\pi t}{l \sqrt{\mu \epsilon}}\right)=\epsilon_{0} E_{0}^{2} l
\end{align*}
$$

The same result holds for any value of $n$. This process of exchange of energy stored between the plates from one field to the other is the phenomenon of resonance. The parallel-plate structure itself is known as a resonator, the
distributed counterpart of a lumped parameter resonant circuit. The frequencies $f_{n}=n / 2 l \sqrt{\mu \epsilon}$ are the resonant frequencies or the natural frequencies of oscillation of the parallel-plate resonator.

The same concept can be extended to waveguides, discussed in Section 6.12. For example, by superimposing two $\mathrm{TE}_{m, 0}$ waves of equal amplitudes propagating in positive and negative $z$ directions in a parallel-plate wave guide, we can obtain complete standing $\mathrm{TE}_{m, 0}$ waves in the guide, having nodes (zeros) of $E_{y}$ at intervals of integer multiples of $\lambda_{g} / 2$ in $z$. By placing perfect conductors in these planes, we do not alter the fields in any other plane. Conversely, by placing perfect conductors in two transverse planes of a parallel-plate waveguide, separated by a distance $d$, we create a resonator which supports standing waves of guide wavelengths $\lambda_{g n}=2 d / l$, where: $l=1,2,3, \ldots$ The corresponding modes are designated as $\mathrm{TE}_{m, 0, l}$ modes where $l$ stands for the number of half-wavelengths in the $z$ direction. Proceeding in this manner to rectangular waveguides leads to resonators which are enclosed by perfect conductors on all sides. These are known as cavity resonators although the term "cavity" is also used for partially enclosed resonators. We will, however, not pursue these ideas any further, but consider the effect of conductor losses.

If the conductors of a resonator are imperfect, some of the energy is dissipated in them as it oscillates from one field to the other. We then ass $\phi$ ciate a $Q$ or "quality factor" to the resonator. The quality factor is defin $\not d$ as

$$
\begin{align*}
Q & =2 \pi \frac{\text { energy stored }}{\text { energy } \frac{\text { dissipated per cycle }}{\text { energy stored }}} \\
& =2 \pi \frac{\text { energy dissipated per second/number of cycles per second }}{\text { energy stored }}  \tag{6-300}\\
& =2 \pi f \frac{\text { ener }}{\text { time-average power dissipated }}
\end{align*}
$$

If the conductors are good conductors, the losses are small. The stored energy and power dissipated are then computed by assuming that the fields in the resonator are the same as in the lossless case, that is, perfect conductor case. We will use this technique to find the $Q$ of a parallel-plate resonator in the following example.

Example 6-32. For the parallel-plate resonator of Fig. 6.70, it is desired to find the $Q$, assuming that the plates are made up of imperfect conductors of conductivity $\sigma$ and having thickness of several skin depths for the frequencies of interest.

From (6-299), the energy stored in the resonator per unit area of the plates is given by

$$
\begin{equation*}
w \approx \epsilon E_{0}^{2} l \tag{6-301}
\end{equation*}
$$

To find the time-average power dissipated, we note that the current flowing in the conductor per unit width in the $y$ direction is equal to the tangential magnetic field at the surface of the conductor in accordance with (6-292), since the thickness of the conductor is several skin depths. Thus, for the conductor at $d=0$,

$$
I_{x}=H_{y}(0)=2 \sqrt{\frac{\epsilon}{\mu}} E_{0} \cos \frac{n \pi}{l \sqrt{\mu \epsilon}} t
$$

or

$$
\bar{I}_{x}=2 \sqrt{\frac{\epsilon}{\mu}} E_{0}
$$

From (6-295), the resistance offered by the conductor per unit length in the $x$ direction and unit width in the $y$ direction is

$$
R_{s}=\frac{1}{\sigma \delta}=\sqrt{\frac{\pi f \mu}{\sigma}}
$$

where $\delta$ is the skin depth for the frequency of interest. Thus the time-average power dissipated in the conductor per unit surface area is

$$
\begin{equation*}
P_{d}=\frac{1}{2}\left|\bar{I}_{x}\right|^{2} R_{s}=2 \frac{\epsilon}{\mu} E_{0}^{2} \sqrt{\frac{\pi f \mu}{\sigma}}=2 \epsilon E_{0}^{2} \sqrt{\frac{\pi f}{\mu \sigma}} \tag{6-302}
\end{equation*}
$$

Similarly, the time-average power dissipated in the conductor at $d=l$ can be found to be the same as given by (6-302). Thus, from ( $6-300$ ), $(6-301)$, and (6-302), we have

$$
\begin{equation*}
Q=2 \pi f \frac{\epsilon E_{0}^{2} l}{4 \epsilon E_{0}^{2} \sqrt{\pi f / \mu \sigma}}=\frac{l}{2} \sqrt{\pi f \mu \sigma}=\frac{l}{2 \delta} \tag{6-303}
\end{equation*}
$$

As a numerical example, we note that, for $l=1 \mathrm{~cm}$ and free space between the plates, the wavelength corresponding to the fundamental frequency of oscillation, that is, for $n=1$, is 2 cm and hence the frequency is $15,000 \mathrm{MHz}$. For plates made of copper, the skin depth at $15,000 \mathrm{MHz}$ is $0.066 /\left(\sqrt{15 \times 10^{9}}\right) \mathrm{m}$ or $5.38 \times 10^{-5} \mathrm{~cm}$. Hence, from ( $6-303$ ), the value of $Q$ is $1 /\left(2 \times 5.38 \times 10^{-5}\right)$ or 9280 , which is very large compared to values encountered in circuit theory. It is left as an exercise (Problem 6.82) for the student to show that for a particular mode of operation, that is, for a fixed value of $n, Q$ is inversely proportional to $\sqrt{f}$. The above formula for $Q$ takes into account only the losses in the conductors. In practice, there are other losses, for example, losses in the dielectric and losses due to radiation.

The bouncing of $(+)$ and ( - ) waves between two parallel plates which results in resonance as we discussed for the parallel-plate resonator is employed at optical frequencies in the Fabry-Perot resonator for laser
amplification and oscillation. The Fabry-Perot resonator consists of two plane reflecting surfaces between which is an optically active medium characterized by a propagation constant $\bar{\gamma}=\alpha+j \beta$, where $\alpha$ is negative. To determine the condition for oscillation, let us consider a normally incident uniform plane wave passing through the surface $z=0$ and setting up incident and reflected waves in the active medium as shown in Fig. 6.72. The steadystate situation in the medium can be thought of as a superposition of an


Fig. 6.72. Bouncing of ( + ) and $(-)$ waves in an active medium $z=l \quad$ between two parallel plates.
infinite number of ( + ) and ( - ) waves due to reflections and rereflections at the plates $z=0$ and $z=l$. Thus, denoting the electric field in the initial $(+)$ wave in the medium (i.e., the wave which would exist if the medium extended to $z=\infty$ ) to be $\bar{E}_{0} e^{-\bar{\gamma} z}$, we obtain the field at $z=l$ in the reflected or (-) wave due to it as $\bar{\Gamma} \bar{E}_{0} e^{-\bar{\gamma} l}$, where $\bar{\Gamma}$ is the reflection coefficient at $z=l$. Since this ( - ) wave is propagating towards $z=0$, its field at any value of $z$ is $\bar{\Gamma} \bar{E}_{0} e^{-\bar{j} l} e^{-\bar{j}(l-z)}$ or $\bar{\Gamma} \bar{E}_{0} e^{-2 \bar{z} l} e^{\overline{\bar{z}}}$. Thus the ( - ) wave field at $z=0$ is $\bar{\Gamma} \bar{E}_{0} e^{-2 \bar{y} l}$. Then the field at $z=0$ in the rereflected or $(-+)$ wave due to the reflection of the (-) wave at $z=0$ is $(\bar{\Gamma})\left(\bar{\Gamma} \bar{E}_{0} e^{-2 \gamma \bar{l}}\right)$, where we assume that the reflecting surfaces are identical and hence the reflection coefficient for the ( - ) wave at $z=0$ is the same as the reflection coefficient for the $(+)$ wave at $z=l$. Since the $(-+)$ wave is propagating towards $z=l$, its field at any value of $z$ is $\bar{\Gamma}^{2} \bar{E}_{0} e^{-2 \bar{z} l} e^{-\bar{\gamma} z}$. We can continue in this manner to obtain an infinite number of ( + ) and ( - ) waves in the active medium as shown in Fig. 6.72. The total field in the medium is the superposition of the
fields in all these waves. Thus it is given by

$$
\begin{align*}
\bar{E}(z)= & \bar{E}_{0} e^{-\bar{\gamma} z}+\bar{\Gamma} \bar{E}_{0} e^{-2 \bar{p} l} e^{\bar{\gamma} z} \\
& +\bar{\Gamma}^{2} \bar{E}_{0} e^{-2 \bar{z} l} e^{-\bar{\gamma} \bar{z}}+\bar{\Gamma}^{3} \bar{E}_{0} e^{-4 \overline{\bar{y}} l} e^{\bar{\gamma} z} \\
& +\bar{\Gamma}^{4} \bar{E}_{0} e^{-4 \bar{p} l} e^{-\bar{\gamma} z}+\cdots \\
= & \bar{E}_{0}\left[e^{-\bar{\gamma} z}\left(1+\bar{\Gamma}^{2} e^{-2 \bar{p} l}+\bar{\Gamma}^{4} e^{-4 \bar{p} l}+\cdots\right)\right.  \tag{6-304}\\
& \left.\quad+\bar{\Gamma} e^{\bar{\gamma} z} e^{-2 \bar{p} l}\left(1+\bar{\Gamma}^{2} e^{-2 \bar{p} l}+\cdots\right)\right] \\
= & \bar{E}_{0} \frac{e^{-\bar{\gamma} z}+\bar{\Gamma} e^{-2 \bar{p} l} e^{\bar{z} z}}{1-\bar{\Gamma}^{2} e^{-2 \bar{p} l}}
\end{align*}
$$

From (6-304), we note that the condition for oscillation, that is, for a field to be set up in the medium for zero $\bar{E}_{0}$, is

$$
1-\bar{\Gamma}^{2} e^{-2 \overline{p l}}=0
$$

or

$$
\begin{equation*}
\bar{\Gamma} e^{-\bar{v} l}= \pm 1 \tag{6-305}
\end{equation*}
$$

Denoting $\bar{\Gamma}=|\bar{\Gamma}| e^{j \theta}$ and substituting for $\bar{\gamma}$ in terms of $\alpha$ and $\beta$, we write (6-305) as

$$
|\bar{\Gamma}| e^{j \theta} e^{-\alpha l} e^{-j \beta l}=1 e^{ \pm j n \pi} \quad n=0,1,2,3, \ldots
$$

or

$$
\begin{array}{lll}
|\bar{\Gamma}| e^{-\alpha l}=1 & \text { and } & \theta-\beta l= \pm n \pi \\
\alpha=\frac{1}{l} \ln |\bar{\Gamma}| & \text { and } & \beta l=\theta \pm n \pi, n=0,1,2,3, \ldots \tag{6-306}
\end{array}
$$

where we choose only those values of $n$ for which $\beta l$ is greater than zero. While the condition $\beta l=\theta+n \pi$ can be satisfied for several frequencies for a given $l$, the condition $\alpha=(1 / l) \ln |\bar{\Gamma}|$ is satisfied by a particular active medium only for a narrow range of frequencies, so that oscillation occurs only in that narrow range of frequencies. Note that for $\bar{\Gamma}=-1$ as is the case for perfectly conducting plates, the condition for oscillation is

$$
\alpha=\frac{1}{l} \ln 1=0 \quad \text { and } \quad \beta l=n \pi, n=1,2,3, \ldots
$$

which agrees with the result for the parallel-plate resonator.

### 6.15 Waves in Plasma; Ionospheric Propagation

Thus far we have discussed wave propagation in free space and perfect dielectrics and then in lossy dielectrics and good conductors. In free space and perfect dielectrics, the conduction current is zero so that the current is entirely of the displacement type. In lossy dielectrics, we have both conduction and displacement currents but the conduction current is small compared to the displacement current. In good conductors, the displacement current
is negligible compared to the conduction current. In this section we will discuss wave propagation in plasma. Plasma is a gaseous medium in which. the atoms are ionized to produce positive ions and electrons, which are free to move under the influence of the electric and magnetic fields of a wave incident upon the medium. The positive ions are, however, heavy compared to electrons so that they are relatively immobile. The electron motion produces a current which influences the wave propagation. This current is different from the conduction current in metallic conductors, which is due to electron drift with an average velocity owing to the frictional mechanism provided by their collisions with the atomic lattice. The electrons in the plasma, on the other hand, are accelerated by the electric field although losing some of the energy due to their collisions with the heavy particles and other electrons. We will, however, neglect the effect of these collisions as well as the influence on the motion of an electron by the neighboring electrons. In addition, since the magnetic field of the incident wave has negligible influence on the electron motion, its effect will be ignored.

Thus the equation of motion of an electron is given by

$$
\begin{equation*}
\frac{d}{d t}(m \mathbf{v})=e \mathbf{E} \tag{6-307}
\end{equation*}
$$

where $e$ and $m$ are the charge and mass of the electron, $\mathbf{v}$ is its velocity, and $\mathbf{E}$ is the electric field of the wave. If $N$ is the number density of the electrons in the plasma, the current density resulting from their motion is given by

$$
\begin{equation*}
\mathbf{J}=N e \mathbf{v} \tag{6-308}
\end{equation*}
$$

Combining (6-307) and (6-308), we get

$$
\begin{equation*}
\frac{\partial \mathbf{J}}{\partial t}=N e \frac{d \mathbf{v}}{d t}=\frac{N e^{2}}{m} \mathbf{E} \tag{6-307}
\end{equation*}
$$

For sinusoidally time-varying fields of radian frequency $\omega$, we have

$$
j \omega \overline{\mathbf{J}}=\frac{N e^{2}}{m} \overline{\mathbf{E}}
$$

or

$$
\begin{equation*}
\overline{\mathbf{J}}=-j \frac{N e^{2}}{m \omega} \overline{\mathrm{E}} \tag{6-310}
\end{equation*}
$$

Equation (6-310) gives the expression for the current density which we heve to use for $\overline{\mathbf{J}}$ in Maxwell's equation for $\boldsymbol{\nabla} \times \overline{\mathbf{H}}$ to discuss wave propagation in plasma. Thus we have

$$
\begin{align*}
\boldsymbol{\nabla} \times \overline{\mathbf{E}} & =-j \omega \mu_{0} \overline{\mathbf{H}}  \tag{6-31la}\\
\boldsymbol{\nabla} \times \overline{\mathbf{H}} & =\overline{\mathbf{J}}+j \omega \epsilon_{0} \overline{\mathbf{E}} \\
& =-j \frac{N e^{2}}{m \omega} \overline{\mathbf{E}}+j \omega \epsilon_{0} \overline{\mathbf{E}}  \tag{6-311b}\\
& =j \omega \epsilon_{0}\left(1-\frac{N e^{2}}{m \omega^{2} \epsilon_{0}}\right) \overline{\mathbf{E}}
\end{align*}
$$

Since the free electrons and heavy positive particles are distributed with statistical uniformity in the ionized region, the net space charge is zero so that

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \overline{\mathbf{E}}=\frac{\bar{\rho}}{\epsilon_{0}}=0 \tag{6-312}
\end{equation*}
$$

Taking the curl of both sides of (6-311a) and making use of (6-311b) and (6-312), we obtain

$$
\begin{equation*}
\nabla^{2} \overline{\mathbf{E}}=-\omega^{2} \mu_{0} \epsilon_{0}\left(1-\frac{N e^{2}}{m \omega^{2} \epsilon_{0}}\right) \overline{\mathbf{E}} \tag{6-313}
\end{equation*}
$$

Equation (6-313) is the wave equation for a plasma medium. Comparing it with (6-173), we note that it is similar to the wave equation for a perfect dielectric medium with the permittivity $\epsilon$ replaced by $\epsilon_{0}\left(1-N e^{2} / m \omega^{2} \epsilon_{0}\right)$. We may therefore call the quantity $\epsilon_{0}\left(1-N e^{2} / m \omega^{2} \epsilon_{0}\right)$ the effective permittivity of a plasma medium.

We now define a quantity known as the plasma frequency, $f_{N}$, as

$$
\begin{equation*}
f_{N}=\frac{1}{2 \pi} \sqrt{\frac{\overline{N e^{2}}}{m \epsilon_{0}}}=\sqrt{80.6 N} \tag{6-314}
\end{equation*}
$$

where $f_{N}$ is in hertz and $N$ is in electrons per cubic meter. The plasma frequency is simply another way of specifying the electron density in the plasma. Substituting (6-314) into (6-313), we have

$$
\nabla^{2} \overline{\mathbf{E}}=-\omega^{2} \mu_{0} \epsilon_{0}\left(1-\frac{f_{N}^{2}}{f^{2}}\right) \overline{\mathbf{E}}=\bar{\gamma}^{2} \overline{\mathbf{E}}
$$

where the propagation constant $\bar{\gamma}$ is given by

$$
\begin{equation*}
\bar{\gamma}=j \omega \sqrt{\mu_{0} \epsilon_{0}\left(1-\frac{f_{N}^{2}}{f^{2}}\right)} \tag{6-315}
\end{equation*}
$$

Thus wave propagation in plasma is characterized by the propagation constant given by (6-315). We note that for $f>f_{N},\left(1-f_{N}^{2} / f^{2}\right)>0, \bar{\gamma}$ is purely imaginary, and the wave is propagated. For $f<f_{N},\left(1-f_{N}^{2} / f^{2}\right)<0, \bar{\gamma}$ is purely real, and the fields are attenuated. For the propagating range of frequencies, the phase constant is

$$
\begin{equation*}
\beta=\omega \sqrt{\mu_{0} \epsilon_{0}\left(1-\frac{f_{N}^{2}}{f^{2}}\right)} \tag{6-316}
\end{equation*}
$$

and the phase velocity $v_{p}$ is given by

$$
\begin{equation*}
v_{p}=\frac{\omega}{\beta}=\frac{1}{\sqrt{\mu_{0} \epsilon_{0}} \sqrt{1-f_{N}^{2} / f^{2}}=\frac{c}{\sqrt{1-f_{N}^{2} / f^{2}}}} \tag{6-317}
\end{equation*}
$$

where $c$ is the velocity of light in free space. In view of the dependence of $v_{p}$ on the wave frequency, wave propagation in plasma is characterized by dispersion. This dispersion is known as parametric dispersion from the point of view that it is a consequence of the frequency dependence of the
effective permittivity of the medium. The group velocity is given by

$$
v_{s}=\frac{d \omega}{d \beta}=c \sqrt{1-\frac{f_{N}^{2}}{f^{2}}}
$$

Note that

$$
v_{p} v_{g}=c^{2}
$$

Example 6-33. An important example of plasma is the ionosphere, which is a region of the upper atmosphere extending from about 50 km to more than 1000 km above the earth. In this region the constituent gases are ionized, mostly due to ultraviolet radiation from the sun. The electron density in the ionosphere exists in several layers known as $D, E$, and $F$ layers in which the ionization changes with the hour of the day, the season, and the sunspot cycle. For the purpose of our discussion, we will assume that the electron density increases continuously from zero at the lower boundary, reaching a peak at some height, typically lying between 250 and 350 km , and then decreases continuiously as shown in Fig. 6.73(a). We will assume that it is uniform geographically, which is not the case in reality, and that the geometry is plane instead of spherical. Furthermore, wave propagation in the ionosphere is complicated by the presence of the earth's magnetic field. We will here ignore the effect of the earth's magnetic field. Let us consider a uniform plane wave of frequency $f$ incident obliquely at the lower boundary of such a plane ionosphere at an angle $\theta_{0}$ with the normal to the boundary, as shown in Fig. 6.73(b).


Fig. 6.73. (a) Variation of electron density versus height for a simplified ionosphere. (b) Path of a wave incident obliquely on the ionosphere.

We wish to investigate the path of the wave as it propagates in the ionized medium.

We divide the region into several infinitesimal slabs, in each of which the electron density can be considered to be uniform with height. Let us consider the boundary between the free space and the first slab, for which we will denote the plasma frequency as $f_{N, 1}$. From (6-317), the phase velocity along the direction of propagation, that is, normal to the constant phase surfaces in this slab, is given by

$$
v_{p, 1}=\frac{c}{\sqrt{1-f_{N, 1}^{2} / f^{2}}}
$$

For the waves in the free space and in the slab to be in step at the boundary, their apparent phase velocities along the boundary must be equal. This is the same as saying that the apparent wavelengths along the boundary must be equal. Since $v_{p, 1}>c$, this is possible only if the direction of travel of the wave is bent away from the normal to the boundary as shown in Fig. 6.74.


Fig. 6.74. For illustrating the bending of the path of a wave as it propagates in the ionosphere.

Thus, denoting the angle between the normal to the boundary and direction of travel in the slab by $\theta_{1}$, we have

$$
\frac{c}{\sin \theta_{0}}=\frac{v_{p, 1}}{\sin \theta_{1}}
$$

or

$$
\frac{c}{v_{p, 1}} \sin \theta_{1}=\sin \theta_{0}
$$

Applying the same argument from one slab to the next, we obtain, for the $i$ th and $(i-1)$ th slabs,

$$
\frac{c}{v_{p, i}} \sin \theta_{i}=\frac{c}{v_{p, i-1}} \sin \theta_{i-1}
$$

The quantity $c / v_{p}$ is known as the phase refractive index. It is denoted by the symbol $\mu$, which is not to be confused with permittivity. Thus we have

$$
\mu_{i} \sin \theta_{i}=\mu_{i-1} \sin \theta_{i-1}
$$

which is known as Snell's law. For the series of slabs, we then have

$$
\begin{aligned}
\mu_{i} \sin \theta_{i} & =\mu_{i-1} \sin \theta_{i-1}=\mu_{i-2} \sin \theta_{i-2}=\cdots \\
& =\mu_{2} \sin \theta_{2}=\mu_{1} \sin \theta_{1}=\sin \theta_{0}
\end{aligned}
$$

As the number of slabs is increased indefinitely, we approach the limiting case in which the path of the wave is no longer a series of straight lines but a continuous curve. As the wave penetrates into regions of higher and higher electron density, the phase velocity becomes larger and larger, the phase refractive index becomes smaller and smaller, the angle $\theta$ becomes larger and larger, and the path bends gradually away from the normal to the boundary. Finally, a level may be reached at which the electron density is such that the phase refractive index is equal to $\sin \theta_{0}$, so that $\sin \theta$ becomes equal to unity, $\theta=90^{\circ}$, and the path is horizontal. Due to the curvature of the path, it is bent over and the wave is returned to the ground by a symmetrical path as shown in Fig. 6.73(b). For the level at which the path becomes horizontal, we have

$$
\mu=\sin \theta_{0}
$$

or

$$
\begin{align*}
\sqrt{1-\frac{f_{N}^{2}}{f^{2}}} & =\sin \theta_{0}  \tag{6-318}\\
f_{N} & =f \cos \theta_{0}
\end{align*}
$$

Thus a wave of frequency $f$ which is incident obliquely at an angle $\theta_{0}$ with the normal to the boundary is reflected from a level at which the plasma frequency is equal to $f \cos \theta_{0}$. For the special case of normal incidence on the ionosphere, $\theta_{0}=0$ and the condition for reflection is

$$
f_{N}=f
$$

The wave is then reflected from a level at which the plasma frequency is equal to the wave frequency. Hence vertically incident waves of frequencies less than the maximum plasma frequency, typically about 10 MHz (but varying with time of the day, season, sunspot cycle, and geographic location) are reflected. Vertically incident waves of frequencies greater than the maximum plasma frequency are transmitted. The same is, of course, true if the transmitter is above the ionosphere. As the angle of incidence is made
oblique, waves of larger frequencies are reflected in accordance with (6-318). The earth's curvature, however, sets a limit for the highest frequency which can be reflected.

### 6.16 Radiation of Electromagnetic Waves

Thus far we have assumed that electromagnetic fields exist in a medium and then discussed their characteristics based on Maxwell's equations. In this section we will discuss how these fields are produced and are "radiated" away from the sources. To do this, we consider Maxwell's equations including the source terms and solve them simultaneously. The Maxwell's equations are

$$
\begin{align*}
\nabla \cdot \mathbf{D} & =\rho  \tag{6-319a}\\
\nabla \cdot \mathbf{B} & =0  \tag{6-319b}\\
\nabla \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{6-319c}\\
\boldsymbol{\nabla} \times \mathbf{H} & =\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t} \tag{6-319~d}
\end{align*}
$$

where $\rho$ and $\mathbf{J}$ are the source charge and current densities, respectively. To solve (6-319a)-(6-319d) simultaneously, we recall from Chapters 3 and 4 the following: In view of ( $6-319 \mathrm{~b}$ ), we can express $\mathbf{B}$ as the curl of a vector potential $\mathbf{A}$; that is,

$$
\begin{equation*}
\mathbf{B}=\mathbf{\nabla} \times \mathbf{A} \tag{6-320}
\end{equation*}
$$

Then, substituting ( $6-320$ ) into ( $6-319 \mathrm{c}$ ) and rearranging, we have

$$
\nabla \times\left(\mathbf{E}+\frac{\partial \mathbf{A}}{\partial t}\right)=0
$$

so that $\mathbf{E}+\partial \mathbf{A} / \partial t$ can be expressed as the gradient of a scalar potential. Thus $\mathbf{E}+\partial \mathbf{A} / \partial t=-\nabla V$, or

$$
\begin{equation*}
\mathbf{E}=-\nabla V-\frac{\partial \mathbf{A}}{\partial t} \tag{6-321}
\end{equation*}
$$

We now substitute (6-320) and (6-321) into (6-319a) and (6-319d) to obtain a pair of coupled equations in $V$ and $A$. These are

$$
\begin{gathered}
\nabla \cdot\left(-\nabla V-\frac{\partial \mathbf{A}}{\partial t}\right)=\frac{\rho}{\epsilon} \\
\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times \mathbf{A}-\mu \epsilon \frac{\partial}{\partial t}\left(-\nabla V-\frac{\partial \mathbf{A}}{\partial t}\right)=\mu \mathbf{J}
\end{gathered}
$$

or

$$
\begin{gather*}
\nabla^{2} V+\frac{\partial}{\partial t}(\nabla \cdot \mathbf{A})=-\frac{\rho}{\epsilon}  \tag{6-322a}\\
\nabla^{2} \mathbf{A}-\nabla\left(\nabla \cdot \mathbf{A}+\mu \epsilon \frac{\partial V}{\partial t}\right)-\mu \epsilon \frac{\partial^{2} \mathbf{A}}{\partial t^{2}}=-\mu \mathbf{J} \tag{6-322b}
\end{gather*}
$$

Equations (6-322a) and (6-322b) seem to be very complicated. However, a vector is uniquely defined only if both its curl and divergence are specified. While the curl of $A$ is given by ( $6-320$ ), we have not yet specified the divergence of $\mathbf{A}$. We now do this by setting

$$
\begin{equation*}
\nabla \cdot \mathbf{A}=-\mu \epsilon \frac{\partial V}{\partial t} \tag{6-323}
\end{equation*}
$$

which is known as the Lorentz condition. This uncouples the equations ( $6-322 a$ ) and ( $6-322 b$ ) to give us

$$
\begin{align*}
& \nabla^{2} V-\mu \epsilon \frac{\partial^{2} V}{\partial t^{2}}=-\frac{\rho}{\epsilon}  \tag{6-324}\\
& \nabla^{2} \mathbf{A}-\mu \epsilon \frac{\partial^{2} \mathbf{A}}{\partial t^{2}}=-\mu \mathbf{J} \tag{6-325}
\end{align*}
$$

If we can solve these two equations for given charge and current distributions of densities $\rho$ and $J$, respectively, we can then find the fields by using (6-321) and (6-320).

Before we discuss the solution of (6-324) and (6-325), we will show that the continuity equation is implied by the Lorentz condition. To do this, we take the Laplacian of both sides of $(6-323)$. We then have

$$
\nabla^{2}(\boldsymbol{\nabla} \cdot \mathbf{A})=-\mu \epsilon \nabla^{2} \frac{\partial V}{\partial t}
$$

or

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \nabla^{2} \mathbf{A}=-\mu \epsilon \frac{\partial}{\partial t} \nabla^{2} V \tag{6-326}
\end{equation*}
$$

Substituting for $\nabla^{2} \mathbf{A}$ and $\nabla^{2} V$ in (6-326) from (6-325) and (6-324), respectively, we get

$$
\nabla \cdot\left(\mu \epsilon \frac{\partial^{2} \mathbf{A}}{\partial t^{2}}-\mu \mathbf{J}\right)=-\mu \epsilon \frac{\partial}{\partial t}\left(\mu \epsilon \frac{\partial^{2} V}{\partial t^{2}}-\frac{\rho}{\epsilon}\right)
$$

or

$$
\mu \epsilon \frac{\partial^{2}}{\partial t^{2}}\left(\boldsymbol{\nabla} \cdot \mathbf{A}+\mu \epsilon \frac{\partial V}{\partial t}\right)=\mu\left(\boldsymbol{\nabla} \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}\right)
$$

Thus, by assuming the Lorentz condition, we imply $\boldsymbol{\nabla} \cdot \mathbf{J}+\partial \rho / \partial t=0$, which is the continuity equation. Since the continuity equation must be satisfied by physical charge and current distributions, it is appropriate to use the Lorentz condition to uncouple (6-322a) and (6-322b).

Returning now to Eqs. (6-324) and (6-325), we note that their forms are familiar. They are wave equations with source terms on the right sides. Hence they are inhomogeneous wave equations. We will discuss the solutions to these equations from our knowledge of static fields and our experience with the homogeneous wave equations. It is sufficient if we discuss the solution for one of the two equations. The solution for the second equation follows from similarity. Let us therefore consider Eq. (6-324). For static fields, this
equation reduces to

$$
\nabla^{2} V=-\frac{\rho}{\epsilon}
$$

which is Poisson's equation for the electrostatic potential. Let us consider a point charge $Q_{0}$ at the origin. The electrostatic potential due to this point charge is given by

$$
V(r)=\frac{Q_{0}}{4 \pi \tau r}
$$

For the time-varying case, we know that electromagnetic effects propagate with a finite velocity $v$ which for the homogeneous wave equation corresponding to (6-324) is $1 / \sqrt{\mu \epsilon}$. Hence, if the point charge at the origin is varying with time (due to current flowing into and/or away from the origin), its effect is felt at a distance $r$ from the origin after a time delay of $r / v$. Conversely, the effect felt at a distance $r$ from the origin at time $t$ is due to the value of the charge which existed at the origin at an earlier time $t-r / v$. Thus, if the point charge at the origin is varying in the manner $Q_{0} \sin \omega t$, we expect the time-varying electric potential due to it to be

$$
\begin{equation*}
V(r, t)=\frac{Q_{0} \sin \omega(t-r / v)}{4 \pi \epsilon r} \tag{6-327}
\end{equation*}
$$

To verify if our reasoning is correct, we note that

$$
\begin{align*}
\nabla^{2} V= & \nabla^{2}\left[Q_{0} \sin \omega(t-r / v)\right] \\
= & \frac{Q_{0}}{4 \pi \epsilon}\left\{\left[\sin \omega\left(t-\frac{r}{v}\right)\right] \nabla^{2} \frac{1}{r}\right. \\
& \left.\quad+2 \nabla \sin \omega\left(t-\frac{r}{v}\right) \cdot \nabla \frac{1}{r}+\frac{1}{r} \nabla^{2} \sin \omega\left(t-\frac{r}{v}\right)\right\} \\
= & -\frac{Q_{0} \delta(\mathbf{r}) \sin \omega t \quad \omega^{2} Q_{0} \sin \omega(t-r / v)}{\epsilon} \tag{6-328a}
\end{align*}
$$

where we have used the vector identity

$$
\nabla^{2}(\phi \psi)=\phi \nabla^{2} \psi+2 \nabla \phi \cdot \nabla \psi+\psi \nabla^{2} \phi
$$

and the relation (see Problem 2-58)

$$
\nabla^{2} \frac{1}{r}=-4 \pi \delta(\mathbf{r})
$$

We also note that

$$
\begin{equation*}
\mu \epsilon \frac{\partial^{2} V}{\partial t^{2}}=-\frac{\omega^{2} Q_{0} \sin \omega(t-r / v)}{4 \pi \epsilon r v^{2}} \tag{6-328b}
\end{equation*}
$$

From (6-328a) and (6-328b), we have

$$
\nabla^{2} V-\mu \epsilon \frac{\partial^{2} V}{\partial t^{2}}=\frac{Q_{0} \delta(\mathbf{r}) \sin \omega t}{\epsilon}
$$

which agrees with (6-324) for a point charge $Q_{0} \sin \omega t$ at the origin.

It follows from (6-327) that, for a time-varying volume charge of density $\rho\left(\mathbf{r}^{\prime}, t\right)$ in an infinitesimal volume $d v^{\prime}$ at a point $P\left(\mathbf{r}^{\prime}\right)$, the time-varying electric potential at a point $Q(\mathbf{r})$ is given by

$$
\begin{equation*}
d V(\mathbf{r}, t)=\frac{\rho\left(\mathbf{r}^{\prime}, t-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / v\right)}{4 \pi \epsilon\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} \tag{6-329a}
\end{equation*}
$$

Similarly, from Eq. (6-325), the time-varying magnetic vector potential at a point $Q(\mathbf{r})$ due to a time-varying volume current of density $\mathbf{J}\left(\mathbf{r}^{\prime}, t h\right.$ in an infinitesimal volume $d v^{\prime}$ at a point $P\left(\mathbf{r}^{\prime}\right)$ is given by

$$
\begin{equation*}
d \mathbf{A}(\mathbf{r}, t)=\frac{\mu \mathbf{J}\left(\mathbf{r}^{\prime}, t-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / v\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} \tag{6-329b}
\end{equation*}
$$

Equations (6-329a) and (6-329b) tell us that, to find the time-varying electromagnetic potentials at a point $Q(\mathbf{r})$ at a time $t$ due to a volume charge $\rho d v^{\prime}$ and a volume current $\mathbf{J} d v^{\prime}$ at a point $P\left(\mathbf{r}^{\prime}\right)$, we can make use of the expressions for $V$ and $\mathbf{A}$ for the static case except that we have to use those values of $\rho$ and $\mathbf{J}$ which existed at $P$ at a time $t-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / v$. For thjs reason, these potentials are known as the "retarded potentials." The retarded potentials for volume charge and current distributions in an extended volume $V^{\prime}$ are given by the integrals of (6-329a) and (6-329b). These are

$$
\begin{align*}
& V(\mathbf{r}, t)=\int_{V^{\prime}} \frac{\rho\left(\mathbf{r}^{\prime}, t-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / v\right)}{4 \pi \epsilon\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime}  \tag{6-330}\\
& \mathbf{A}(\mathbf{r}, t)=\int_{V^{\prime}} \frac{\mu \mathbf{J}\left(\mathbf{r}^{\prime}, t-\left|\mathbf{r}-\mathbf{r}^{\prime}\right| / v\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d v^{\prime} \tag{6-331}
\end{align*}
$$

We will now evaluate the retarded potentials and then the fields for a simple but a very useful source known as the Hertzian dipole. We will find that the field expressions we will obtain are quite complicated even for this simplest case. The Hertzian dipole is an oscillating version of the static electric dipole. It consists of two equal and opposite time-varying charges $Q_{1}(t)=Q_{0} \sin \omega t$ and $Q_{2}(t)=-Q_{0} \sin \omega t$ separated by an infinitesinal distance $d l$. We will place the dipole at the origin and orient it along the $z$ axis. The dipole moment is then given by $d \mathbf{p}=Q_{0} d l \sin \omega t \mathbf{i}_{z}$. To satisfy the continuity equation, we connect the two charges by a filamentary wire so that the current flowing in the wire from $Q_{2}$ to $Q_{1}$ is

$$
I(t)=\frac{d Q_{1}}{d t}=-\frac{d Q_{2}}{d t}=\omega Q_{0} \cos \omega t=I_{0} \cos \omega t
$$

where $I_{0}=\omega Q_{0}$. The Hertzian dipole and the time variations of $Q_{1}, Q_{2}$, and $I$ are shown in Fig. 6.75.

With reference to the notation of Fig. 6.75(a), the time-varying electric


Fig. 6.75. (a) Hertzian dipole. (b) Time variations of $Q_{1}, Q_{2}$, and $I$ for the Hertzian dipole.
potential at point $P$ is given by

$$
\begin{aligned}
V & =\frac{Q_{1}\left(t-r_{1} / v\right)}{4 \pi \epsilon r_{1}}+\frac{Q_{2}\left(t-r_{2} / v\right)}{4 \pi \epsilon r_{2}} \\
& =\frac{Q_{0} \sin \omega\left(t-r_{1} / v\right)}{4 \pi \epsilon r_{1}}-\frac{Q_{0} \sin \omega\left(t-r_{2} / v\right)}{4 \pi \epsilon r_{2}}
\end{aligned}
$$

We will let $d l \rightarrow 0$, keeping the product $Q_{0} d l$ constant and thereby obtaining a point dipole. We then have

$$
\begin{align*}
V \approx & \frac{Q_{0} \sin \omega\{t-[r-(d l / 2) \cos \theta] / v\}}{4 \pi \epsilon[r-(d l / 2) \cos \theta]}-\frac{Q_{0} \sin \omega\{t-[r+(d l / 2) \cos \theta] / v\}}{4 \pi \epsilon[r+(d l / 2) \cos \theta]} \\
= & \frac{Q_{0}}{4 \pi \epsilon r}\left[\left(1+\frac{d l}{2 r} \cos \theta\right) \sin \omega\left(t-\frac{r}{v}+\frac{d l}{2 v} \cos \theta\right)\right. \\
& \left.\quad-\left(1-\frac{d l}{2 r} \cos \theta\right) \sin \omega\left(t-\frac{r}{v}-\frac{d l}{2 v} \cos \theta\right)\right] \\
= & \frac{Q_{0}}{4 \pi \epsilon r}\left[2 \sin \left(\frac{\omega d l}{2 v} \cos \theta\right) \cos \omega\left(t-\frac{r}{v}\right)\right.  \tag{6-332}\\
& \left.\quad+\frac{d l \cos \theta}{r} \cos \left(\frac{\omega d l}{2 v} \cos \theta\right) \sin \omega\left(t-\frac{r}{v}\right)\right] \\
\rightarrow & \frac{Q_{0} d l \cos \theta}{4 \pi \epsilon r}\left[\frac{\omega \cos \omega(t-r / v)}{v}+\frac{\sin \omega(t-r / v)}{r}\right]
\end{align*}
$$

We note from (6-332) that the time-varying electric potential due to the dipole is not simply equal to the electrostatic potential $\left(Q_{0} d l \cos \theta\right) / 4 \pi \epsilon r^{2}$ times the retardation factor $\sin \omega(t-r / v)$, but has an additional term. This arises because of the phase difference between the time-varying potentials associated with the individual point charges of the dipole.

To find the time-varying vector potential, we recall from Chapter 3 that the static vector potential due to a current element $I_{0} d l \mathbf{i}_{z}$ at the origin is ( $\mu I_{0} d l / 4 \pi r$ ) $\mathbf{i}_{z}$. Hence the time-varying vector potential due to the time-varying current element of the Hertzian dipole is given by

$$
\begin{align*}
\mathbf{A} & =\frac{\mu I_{0} d l \cos \omega(t-r / v)}{4 \pi r} \mathbf{i}_{z} \\
& =\frac{\mu I_{0} d l \cos \omega(t-r / v)}{4 \pi r}\left(\cos \theta \mathbf{i}_{r}-\sin \theta \mathbf{i}_{\theta}\right) \tag{6-333}
\end{align*}
$$

We will now obtain the electromagnetic fields due to the Hertzian dipole by using ( $6-321$ ) and ( $6-320$ ). From ( $6-321$ ), we have

$$
\begin{align*}
\mathbf{E} & =-\boldsymbol{\nabla} V-\frac{\partial \mathbf{A}}{\partial t} \\
& =\left(-\frac{\partial V}{\partial r}-\frac{\partial A_{r}}{\partial t}\right) \mathbf{i}_{r}+\left(-\frac{1}{r} \frac{\partial V}{\partial \theta}-\frac{\partial A_{\theta}}{\partial t}\right) \mathbf{i}_{\theta} \tag{6-334a}
\end{align*}
$$

From (6-320), we have

$$
\begin{align*}
\mathbf{H} & =\frac{\mathbf{B}}{\mu}=\frac{1}{\mu} \nabla \times \mathbf{A}  \tag{6-334b}\\
& =\frac{1}{\mu r}\left[\frac{\partial}{\partial r}\left(r A_{\theta}\right)-\frac{\partial A_{r}}{\partial \theta}\right] \mathbf{i}_{\phi}
\end{align*}
$$

Thus the field components are given by

$$
\begin{align*}
E_{r}= & -\frac{\partial V}{\partial r}-\frac{\partial A_{r}}{\partial t} \\
= & \frac{2 \omega Q_{0} d l \cos \theta}{4 \pi \epsilon}\left[\frac{\sin \omega(t-r / v)}{\omega r^{3}}+\frac{\cos \omega(t-r / v)}{v r^{2}}\right]  \tag{6-335a}\\
E_{\theta}= & -\frac{1}{r} \frac{\partial V}{\partial \theta}-\frac{\partial A_{\theta}}{\partial t} \\
= & \frac{\omega Q_{0} d l \sin \theta}{4 \pi \epsilon}\left[\frac{\sin \omega(t-r / v)}{\omega r^{3}}+\frac{\cos \omega(t-r / v)}{v r^{2}}\right.  \tag{6-335b}\\
& \left.\quad-\frac{\omega \sin \omega(t-r / v)}{v^{2} r}\right] \\
H_{\phi}= & \frac{1}{\mu r}\left[\frac{\partial}{\partial r}\left(r A_{\theta}\right)-\frac{\partial A_{r}}{\partial \theta}\right]  \tag{6-335c}\\
= & \frac{I_{0} d l \sin \theta}{4 \pi}\left[\frac{\cos \omega(t-r / v)}{r^{2}}-\frac{\omega \sin \omega(t-r / v)}{v r}\right]
\end{align*}
$$

Alternatively, $E_{r}$ and $E_{\theta}$ can be obtained from $H_{\phi}$ by using Maxwell's curl equation for $\mathbf{H}$ in which case it is not necessary to determine $V$. Writing the field expressions in phasor form, we have

$$
\begin{align*}
\bar{E}_{r} & =\frac{2 \tilde{I}_{0} d l \cos \theta}{4 \pi \epsilon}\left(-\frac{j}{\omega r^{3}}+\frac{1}{v r^{2}}\right) e^{-j \omega r / v} \\
& =-\frac{2 \beta^{2} \eta \tilde{I}_{0} d l \cos \theta}{4 \pi}\left[\frac{1}{(j \beta r)^{3}}+\frac{1}{(j \beta r)^{2}}\right] e^{-j \beta r} \tag{6-336}
\end{align*}
$$

$$
\begin{align*}
\bar{E}_{\theta} & =\frac{\bar{I}_{0} d l \sin \theta}{4 \pi \epsilon}\left(-\frac{j}{\omega r^{3}}+\frac{1}{v r^{2}}+\frac{j \omega}{v^{2} r}\right) e^{-j \omega r / v} \\
& =\frac{\beta^{2} \eta \bar{I}_{0} d l \sin \theta\left[\frac{1}{4 \pi}\left[\frac{1}{(j \beta r)^{3}}+\frac{1}{(j \beta r)^{2}}+\frac{1}{j \beta r}\right] e^{-j \beta r}\right.}{\bar{H}_{\phi}} \tag{6-337}
\end{align*}=\frac{\bar{I}_{0} d l \sin \theta}{4 \pi}\left(\frac{1}{r^{2}}+\frac{j \omega}{v r}\right) e^{-j \omega r / v} .
$$

where $\beta=\omega / v, \eta=\sqrt{\mu / \epsilon}=1 / \epsilon v$, and $\bar{I}_{0}=I_{0}=\omega Q_{0}$.
We note from $(6-335 a)-(6-335 \mathrm{c})$ or $(6-336)-(6-338)$ that the field expressions contain terms involving $1 / r^{3}, 1 / r^{2}$, and $1 / r$. Very close to the dipole, the $1 / r^{3}$ and $1 / r^{2}$ terms dominate the $1 / r$ terms. Far from the dipole, the $1 / r^{3}$ and $1 / r^{2}$ terms are negligible and the fields are determined by the $1 / r$ terms. To see how far from the dipole, let us first consider the $H_{\phi}$ component. The magnitudes of the two terms are equal for $r=v / \omega=1 / \beta=\lambda / 2 \pi \approx 0.16 \lambda$. For the $E_{\theta}$ component the combined magnitude of the $1 / r^{3}$ and $1 / r^{2}$ terms is equal to the $1 / r$ term for

$$
\left(\frac{1}{\omega r^{3}}\right)^{2}+\left(\frac{1}{v r^{2}}\right)^{2}=\left(\frac{\omega}{v^{2} r}\right)^{2}
$$

or

$$
\begin{aligned}
& r^{4}-\left(\frac{\lambda}{2 \pi}\right)^{2} r^{2}-\left(\frac{\lambda}{2 \pi}\right)^{4}=0 \\
& r=\sqrt{\frac{1+\sqrt{5}}{2}} \frac{\lambda}{2 \pi} \approx 0.2 \lambda
\end{aligned}
$$

Thus, even in a distance of few wavelengths from the dipole, we can neglect the $1 / r^{3}$ and $1 / r^{2}$ terms in comparison with the $1 / r$ terms. The field expressions then reduce to

$$
\begin{align*}
& \bar{E}_{r}=0 \\
& \bar{E}_{\theta}=\frac{j \omega \bar{I}_{0} d l \sin \theta}{4 \pi \epsilon v^{2} r} e^{-j \omega r / v}=\frac{j \beta \eta \bar{I}_{0} d l \sin \theta}{4 \pi r} e^{-j \beta r}  \tag{6-339}\\
& \bar{H}_{\phi}=\frac{j \omega \bar{I}_{0} d l \sin \theta}{4 \pi v r} e^{-j \omega r / v}=\frac{j \beta \bar{I}_{0} d l \sin \theta}{4 \pi r} e^{-j \beta r} \tag{6-340}
\end{align*}
$$

These fields are known as the "radiation fields" because they are the components which contribute to radiation of electromagnetic waves away from the dipole. In fact, we will learn later that the $1 / r^{3}$ and $1 / r^{2}$ terms do not contribute to the time-average power flow even near the dipole. We note that the ratio of $E_{\theta}$ to $H_{\phi}$ given by (6-339) and (6-340) is equal to $\boldsymbol{\eta}=\sqrt{\mu / \epsilon}$ as for the case of the fields associated with a uniform plane wave, although the constant phase surfaces are $r=$ constant and the constant amplitude surfaces are $(\sin \theta) / r=$ constant. However, let us consider a spherical surface of large radius and centered at the dipole and divide it into small regions, in each of which $\sin \theta$ may be considered to be constant. Then each small
region is approximately a plane surface on which the phase as well as magnitude are constants. Thus, over each small region, the fields are almost like uniform plane waves, with the amplitude differing from one region to the other. This is what we meant by the statement in Section 6.8 that, far from a radiating antenna, the radiated waves are approximately uniform plane waves.

Returning now to the field expressions given by (6-336)-(6-338), we obtain the complex Poynting vector as

$$
\begin{align*}
\overline{\mathbf{P}}= & \frac{1}{2} \overline{\mathbf{E}} \times \overline{\mathbf{H}}^{*} \\
= & \frac{1}{2}\left(\bar{E}_{\theta} \bar{H}_{\phi}^{*} \mathbf{i}_{r}-\bar{E}_{r} \bar{H}_{\phi}^{*} \mathbf{i}_{\theta}\right) \\
= & \frac{\left|\bar{I}_{0}\right|^{2}(d l)^{2} \sin ^{2} \theta}{32 \pi^{2} \epsilon}\left(\frac{-j}{\omega r^{3}}+\frac{1}{v r^{2}}+\frac{j \omega}{v^{2} r}\right)\left(\frac{1}{r^{2}}-\frac{j \omega}{v r}\right) \mathbf{i}_{r} \\
& -\frac{\left|\bar{I}_{0}\right|^{2}(d l)^{2} \sin 2 \theta}{32 \pi^{2} \epsilon}\left(\frac{-j}{\omega r^{3}}+\frac{1}{v r^{2}}\right)\left(\frac{1}{r^{2}}-\frac{j \omega}{v r}\right) \mathbf{i}_{\theta}  \tag{6-341}\\
= & \frac{\left|\tilde{I}_{0}\right|^{2}(d l)^{2} \sin ^{2} \theta}{32 \pi^{2} \epsilon}\left(\frac{\omega^{2}}{v^{3} r^{2}}-j \frac{1}{\omega r^{5}}\right) \mathbf{i}_{r} \\
& +j \frac{\left|\bar{I}_{0}\right|^{2}(d l)^{2} \sin 2 \theta}{32 \pi^{2} \epsilon}\left(\frac{\omega}{v^{2} r^{3}}+\frac{1}{\omega r^{5}}\right) \mathbf{i}_{\theta}
\end{align*}
$$

The time-average Poynting vector is given by

$$
\begin{align*}
\langle\mathbf{P}\rangle & =\mathfrak{R} \mathscr{C}[\overline{\mathbf{P}}] \\
& =\frac{\left|\bar{I}_{0}\right|^{2}(d l)^{2} \sin ^{2} \theta}{32 \pi^{2} \epsilon} \frac{\omega^{2}}{v^{3} r^{2}} \mathbf{i}_{r} \tag{6-342}
\end{align*}
$$

which is exactly the same as the time-average Poynting vector due to the radiation fields given by ( $6-339$ ) and ( $6-340$ ). Thus the near fields, that is, the $1 / r^{3}$ and $1 / r^{2}$ terms, do not contribute to the time-average power flow even near the dipole. They contribute only to the reactive power, which is entirely due to them since the reactive power associated with the radiation fields is zero.

By integrating the time-average Poynting vector given by (6-342) over a surface of radius $r$ centered at the dipole, we obtain the time-average power radiated by the dipole as

$$
\begin{align*}
\left\langle P_{\mathrm{ra}}\right\rangle & =\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi}\langle\mathbf{P}\rangle \cdot r^{2} \sin \theta d \theta d \phi \mathbf{i}_{r} \\
& =\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{\omega^{2}\left|\bar{I}_{0}\right|^{2}(d l)^{2}}{32 \pi^{2} \epsilon v^{3}} \sin ^{3} \theta d \theta d \phi  \tag{6-343}\\
& =\frac{\omega^{2}\left|\bar{I}_{0}\right|^{2}(d l)^{2}}{32 \pi^{2} \epsilon v^{3}} \frac{8 \pi}{3}=\frac{\omega^{2}\left|\bar{I}_{0}\right|^{2}(d l)^{2}}{12 \pi \epsilon v^{3}} \\
& =\frac{\eta \beta^{2}\left|\bar{I}_{0}\right|^{2}(d l)^{2}}{12 \pi}=\frac{\pi \eta\left|\bar{I}_{0}\right|^{2}}{3}\left(\frac{d l}{\lambda}\right)^{2}
\end{align*}
$$

We now see why the near fields cannot contribute to time-average power flow. The reason is that, from conservation of energy, the time-average power flow across a spherical surface of one radius must be equal to the timeaverage power flow across a spherical surface of a different radius, that is, it must be independent of $r$ as indicated by (6-343). Since the surface area of the sphere varies as $r^{2}$, only those components of $\mathbf{E}$ and $\mathbf{H}$ which vary as $1 / r$ can satisfy this condition.

Rewriting (6-343) as

$$
\left\langle P_{\mathrm{rad}}\right\rangle=\frac{1}{2}-\left|\bar{I}_{0}\right|^{2}\left[\frac{2 \pi \eta}{3}\left(\frac{d l}{\lambda}\right)^{2}\right]
$$

we note that the power radiated by the dipole is the same as the time-average power dissipated in a resistance of value $\left[(2 \pi \eta / 3)(d l / \lambda)^{2}\right]$ when a current $I_{0} \cos \omega t$ is passed through it. This is known as the "radiation resistance" and is denoted by the symbol $R_{\mathrm{rad}}$. Thus, for the Hertzian dipole,

$$
R_{\mathrm{rad}}=\frac{2 \pi \eta}{3}\left(\frac{d l}{\lambda}\right)^{2} \mathrm{ohms}
$$

For $\eta=\eta_{0}=120 \pi$, that is, for the dipole in free space, we have

$$
\begin{equation*}
R_{\mathrm{rad}}=80 \pi^{2}\left(\frac{d l}{\lambda}\right)^{2} \mathrm{ohms} \tag{6-344}
\end{equation*}
$$

As a numerical example, for $d l / \lambda$ equal to $0.01, R_{\mathrm{rad}}$ is equal to 0.08 ohms. This value is too small to make a Hertzian dipole of $d l / \lambda$ equal to 0.01 an effective radiator. This is why a practical dipole must be an appreciable fraction of a wavelength long. But then, Eq. (6-344) is no longer correct for the radiation resistance since the variation of current along the length of the dipole must be taken into account in obtaining the radiation fields and hence the radiated power. This can be done by considering the dipole as a series of Hertzian dipoles connected end to end and then using superposition. We will illustrate this by means of an example.

E xample 6-34. A practical short dipole is a center-fed straight wire antenna, having a length that is short compared to a wavelength. The current distribution along the wire can be approximated as shown in Fig. 6.76(a) in which the magnitude decreases uniformly from a maximum at the center to zero at the ends. It is desired to find the radiation resistance of the short dipole.

With reference to Fig. 6.76(a), the current distribution along the dipole can be written as

$$
\bar{I}(z)= \begin{cases}\bar{I}_{0}\left(1-\frac{2 z}{L}\right) & \text { for } 0<z<\frac{L}{2}  \tag{6-345}\\ \bar{I}_{0}\left(1+\frac{2 z}{L}\right) & \text { for }-\frac{L}{2}<z<0\end{cases}
$$

where $\bar{I}_{0}$ is a constant. To determine the radiation fields, we can represent



Fig. 6.76. (a) Current distribution along a short dipole. (b) Representation of the short dipole as a series of Hertzian dipoles for computing the radiation fields and the radiation resistance.
the short dipole as a series of Hertzian dipoles of infinitesimal lengths $d z$ as shown in Fig. 6.76(b). From (6-339) and (6-340) and from superposition, the radiation fields for the short dipole are then given by

$$
\begin{align*}
& \bar{E}_{\theta}=\int_{z=-L / 2}^{L / 2} \frac{j \beta \eta \tilde{I}(z) \sin \theta^{\prime}}{4 \pi R} e^{-j \beta R} d z \\
& \bar{H}_{\phi}=\int_{z=-L / 2}^{L / 2} \frac{j \beta \tilde{I}(z) \sin \theta^{\prime}}{4 \pi R} e^{-j \beta R} d z
\end{align*}
$$

where $R$ and $\theta^{\prime}$ are as shown in Fig. $6.76(\mathrm{~b})$. For $R \gg L$, as is the case for radiation fields, we can set $\theta^{\prime} \approx \theta$ and $R \approx r$ in the numerators and denominators of the integrands on the right sides of (6-346a) and (6-346b). For the $R$ in the exponential factors, however, we substitute $(r-z \cos \theta)$ because, depending on the value of $\beta, e^{-j \beta R}$ can vary appreciably for $-L / 2<z<L / 2$. Considering (6-346a), we then have

$$
\begin{align*}
\bar{E}_{\theta} & =\int_{z=-L / 2}^{L / 2} \frac{j \beta \eta \bar{I}(z) \sin \theta}{4 \pi r} e^{-j \beta r} e^{j \beta z \cos \theta} d z \\
& =\frac{j \beta \eta \sin \theta}{4 \pi r} e^{-j \beta r} \int_{z=-L / 2}^{L / 2} \bar{I}(z) e^{j \beta z \cos \theta} d z \tag{6-347}
\end{align*}
$$

Substituting (6-345) into (6-347), we obtain

$$
\begin{align*}
\bar{E}_{\theta}= & \frac{j \beta \eta \bar{I}_{0} \sin \theta}{4 \pi r} e^{-j \beta r}\left[\int_{z=0}^{L / 2}\left(1-\frac{2 z}{L}\right) e^{j \beta z \cos \theta} d z\right. \\
& \left.\quad+\int_{z=-L / 2}^{0}\left(1+\frac{2 z}{L}\right) e^{j \beta z \cos \theta} d z\right]  \tag{6-348}\\
= & \frac{j \beta \eta \bar{I}_{0} \sin \theta}{4 \pi r} e^{-j \beta r} \int_{z=0}^{L / 2}\left(1-\frac{2 z}{L}\right)\left(e^{j \beta z \cos \theta}+e^{-j \beta z \cos \theta}\right) d z \\
= & \frac{j \beta \eta \bar{I}_{0} \sin \theta}{2 \pi r} e^{-j \beta r} \int_{z=0}^{L / 2}\left(1-\frac{2 z}{L}\right) \cos (\beta z \cos \theta) d z
\end{align*}
$$

However, for $L \ll \lambda, \beta L=2 \pi L / \lambda \ll 1$, and

$$
\cos (\beta z \cos \theta)=1-\frac{(\beta z \cos \theta)^{2}}{2}+\cdots \approx 1 \text { for }-\frac{L}{2}<z<\frac{L}{2}
$$

so that ( $6-348$ ) simplfies to

$$
\begin{aligned}
\bar{E}_{\theta} & =\frac{j \beta \eta \bar{I}_{0} \sin \theta}{2 \pi r} e^{-j \beta r} \int_{z=0}^{L / 2}\left(1-\frac{2 z}{L}\right) d z \\
& =\frac{j \beta \eta L \bar{I}_{0} \sin \theta}{8 \pi r} e^{-j \beta r}
\end{aligned}
$$

Likewise,

$$
\bar{H}_{\phi}=\frac{j \beta L \bar{I}_{0} \sin \theta}{8 \pi r} e^{-j \beta r}
$$

The time-average radiated power is then given by

$$
\begin{aligned}
\left\langle P_{\mathrm{rad}}\right\rangle & =\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{1}{2}\left(\bar{E}_{\theta} \bar{H}_{\phi}^{*}\right) r^{2} \sin \theta d \theta d \phi \\
& =\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \frac{\beta^{2} \eta L^{2}\left|\bar{I}_{0}\right|^{2}}{128 \pi^{2}} \sin ^{3} \theta d \theta d \phi \\
& =\frac{1}{2}\left|\bar{I}_{0}\right|^{2}\left[\frac{\pi \eta}{6}\left(\frac{L}{\lambda}\right)^{2}\right]
\end{aligned}
$$

Thus, for $\eta=\eta_{0}=120 \pi$, the radiation resistance of a short dipole of length $L$ is given by

$$
\begin{equation*}
R_{\mathrm{rad}}(\text { short dipole })=20 \pi^{2}\left(\frac{L}{\lambda}\right)^{2} \tag{6-349}
\end{equation*}
$$

As a numerical example, for $L / \lambda=0.1, R_{\mathrm{rad}} \approx 2 \mathrm{ohms}$.
We will conclude this section with a brief discussion of the directional properties of the Hertzian and short dipoles. In this connection, we define the radiation intensity $U$ of an antenna in a given direction as the power radiated per unit solid angle in that direction. Since the surface area of a
sphere of radius $r$ is $4 \pi r^{2}$ and the solid angle subtended by it at its center is $4 \pi$, the surface area per unit solid angle is $r^{2}$. Thus the radiation intensity is given by

$$
U=\langle\mathbf{P}\rangle \cdot r^{2} \mathbf{i}_{r} \text { watts/steradian }
$$

From (6-342) the radiation intensity for the Hertzian dipole is

$$
U=\frac{\left|\bar{I}_{0}\right|^{2}(d l)^{2} \omega^{2}}{32 \pi^{2} \epsilon v^{3}} \sin ^{2} \theta
$$

The quantity

$$
\frac{\left|\bar{I}_{0}\right|^{2}(d l)^{2} \omega^{2}}{32 \pi^{2} \epsilon v^{3}}
$$

is a constant for a particular frequency and hence, by dividing $U$ by this quantity, we obtain the normalized radiation intensity $U_{n}$, as

$$
\begin{equation*}
U_{n}=\sin ^{2} \theta \tag{6-350}
\end{equation*}
$$

The same result holds for the short dipole of Example 6-34 since the powerradiated by it is also proportional to $\sin ^{2} \theta$. A plot of $U_{n}$ given by (6-350) versus $\theta$ is shown in Fig. 6.77. This plot illustrates the directional properties


Fig. 6.77. Normalized radiation intensity versus $\theta$ for Hertzian and short dipoles.
of the Hertzian and short dipoles. Their radiation intensities are maximum for $\theta=90^{\circ}$, that is, broadside to the dipole and zero for $\theta=0$ and $180^{\circ}$, that is, along the dipole. The directivity $D$ of an antenna is defined as the ratio of the maximum radiation intensity to the average radiation intensity. Thus

$$
D=\frac{\left[U_{n}\right]_{\max }}{(1 / 4 \pi) \int U_{n} d \Omega}=\frac{4 \pi\left[U_{n}\right]_{\max }}{\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} U_{n}(\theta, \phi) \sin \theta d \theta d \phi}
$$

where $\Omega$ denotes the solid angle. For the Hertzian and short dipoles,

$$
D=\frac{4 \pi\left[\sin ^{2} \theta\right]_{\max }}{\int_{\theta=0}^{\pi} \int_{\phi=0}^{2 \pi} \sin ^{3} \theta d \theta d \phi}=\frac{4 \pi}{8 \pi / 3}=\frac{3}{2}
$$

## PROBLEMS

6.1. For the following charge distributions, find the electrostatic potential everywhere using Poisson's and Laplace's equations.
(a) $\rho=\left\{\begin{array}{ll}z & \text { for }|z|<a \\ 0 & \text { for }|z|>a\end{array}\right\}$ cartesian coordinates
(b) $\rho=\left\{\begin{array}{ll}\rho_{0} & \text { for } r<a \\ 0 & \text { for } r>a\end{array}\right\}$ cylindrical coordinates
(c) $\rho=\left\{\begin{array}{ll}0 & \text { for } r<a \\ \rho_{0} & \text { for } a<r<b \\ 0 & \text { for } r>b\end{array}\right\}$ spherical coordinates
(d) $\rho=\left\{\begin{array}{ll}\rho_{0}\left(1-\frac{r^{2}}{a^{2}}\right) & \text { for } r<a \\ 0 & \text { for } r>a\end{array}\right\}$ spherical coordinates
6.2. Show that the equation of motion of an electron in the space-charge limited vacuum diode of Example 6-2 is given by

$$
\frac{d^{3} x}{d t^{3}}=\frac{e J_{0}}{m \epsilon_{0}}
$$

where $e$ and $m$ are the charge and mass of the electron, respectively, and $J_{0}$ is the current density. For an electron leaving the cathode at $t=0$ and subject to the conditions stated in Example 6-2, obtain the solution for $x(t)$ by solving the equation of motion. Then find the solution for $V$, which should agree with (6-22).
6.3. Verify the general solutions for the one-dimensional Laplace's equations and the particular solutions for the particular sets of boundary conditions listed in Table 6.1.
6.4. Two conductors occupying the surfaces $r=a$ and $r=b$ in cylindrical coordinates are kept at potentials $V=V_{0}$ and $V=0$, respectively. The region $a<r<c(<b)$ is a perfect dielectric of permittivity $\epsilon_{1}$ and the region $c<r<b$ is a perfect dielectric of permittivity $\epsilon_{2}$. Find the solutions for the potentials in the two regions and the potential at the boundary $r=c$.
6.5. Two parallel conducting plates occupying the planes $x=0$ and $x=d$ are kept at potentials $V=0$ and $V=V_{0}$, respectively. The medium between the two plates is a perfect dielectric of nonuniform permittivity given by

$$
\epsilon=\epsilon_{1}+\left(\epsilon_{2}-\epsilon_{1}\right) \frac{x}{d}
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are constants. Find the solutions for the potential and the electric field intensity between the plates.
6.6. The region $0<x<d$ is occupied by a medium characterized by the magnetization vector $\mathbf{M}=M_{0}(d-x) \mathbf{i}_{x}$, where $M_{0}$ is a constant. By solving the analogous electrostatic problem, obtain $\mathbf{H}$ and $\mathbf{B}$ both inside and outside the region $0<x<d$.
6.7. The region $r<a$ in spherical coordinates is occupied by a medium characterized by the magnetization vector $\mathbf{M}=M_{0} \mathbf{i}_{2}$, where $M_{0}$ is a constant. (a) Set up the analogous electrostatic problem for obtaining $\mathbf{H}$ and $\mathbf{B}$ both inside and outside the region $r<a$. (b) Find the electric field intensity for this electrostatic problem from the answer to part (d) of Problem 5.11. (c) Find $\mathbf{H}$ and $\mathbf{B}$ both inside and outside the region $r<a$.
6.8. A conductor occupying the surfaces $x>0, y=0$ and $y>0, x=0$ is kept at zero potential. A second conductor occupying the surface $x y=2$ is kept at a potential of 100 volts, making sure that the edges where the two conductors touch are insulated. The medium between the conductors is charge free. Find the solutions for the potential and the electric field intensity between the conductors. Find the surface charge densities on the conductors.
6.9. The potential distribution at the mouth of the slot of Fig. 6.6 is given by

$$
V=V_{1} \sin \frac{\pi y}{b}+V_{2} \sin \frac{3 \pi y}{b} \quad \text { for } x=a, 0<y<b
$$

where $V_{1}$ and $V_{2}$ are constants. Find the solution for the potential distribution in the slot. Repeat the problem for

$$
V=V_{1} \sin ^{3} \frac{\pi y}{b} \quad \text { for } x=a, 0<y<b
$$

6.10. Two conductors occupying the planes $x=0$ and $x=a$ are kept at zero potentialls. A third conductor occupying the surface $y=0,0<x<a$ is kept at a constant potential $V_{0}$, making sure that the edges are insulated. Find the solutions for the potential in the region $0<x<a$ for both $y>0$ and $y<0$. Show that the potential at large values of $|y|$ varies with $x$ approximately as $\sin (\pi x / a)$.
6.11. A thin rectangular slab of uniform conductivity $\sigma_{0}$ mhos $/ \mathrm{m}$, shown in Fig. 6.78, has its edges coated with perfectly conducting material, making sure that the


Fig. 6.78. For Problem 6.11.
corners are insulated. For each of the following cases, find the solution for the potential and hence for the current density in the conductor:
(a) Edges 1 and 3 kept at zero potential; edge 2 kept at potential $V_{0}$ and edge 4 kept at potential $-V_{0}$.
(b) Edges 1 and 3 kept at zero potential; edges 2 and 4 kept at potential $V_{0}$.
(c) Edges 1 and 4 kept at zero potential; edge 2 kept at potential $V_{1}$ and edge 3 kept at potential $V_{2}$.
6.12. For the triangular box of Fig. 6.10, assume that the longer side is kept at zero potential and the shorter sides are kept at a potential of 100 volts. Find the potentials at points $a, b$, and $c$.
An infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ is situated parallel to and at a distance $d$ from a grounded infinite plane conductor. Obtain the image charge and show that the induced surface charge on the conductor per unit length parallel to the line charge is equal to $-\rho_{L 0}$.
6.14. For each of the arrangements shown in Fig. 6.79, find the image charges required to determine the electric field on the side of the actual charges. For case (a), find the electric field intensity everywhere on the conductor surface and show that the total induced charge is $-Q$.

(a)
(b)

Fig. 6.79. For Problem 6.14.
6.15. For the infinitely long line charge of uniform density $\rho_{L 0} \mathrm{C} / \mathrm{m}$ parallel to an infinitely long grounded conducting cylinder in Example 6-11, show that the induced surface charge per unit length of the cylinder is $-\rho_{L 0}$.
6.16. A point charge $Q$ is situated at a distance $d$ from the center of a grounded spherical conductor of radius $a(<d)$. Show that the image charge required for computing the field outside the spherical conductor is a point charge of value -Qa/d, lying at a distance $a^{2} / d$ from the center of the conductor along the line joining the center to the charge $Q$ and on the side of $Q$. What is the induced charge on the surface of the conductor?
6.17. For the problem of Example 6-4:
(a) Find the electric field intensities in the two regions $0<x<t$ and $t<x<d$.
(b) Find the surface charge densities on the plates $x=0$ and $x=d$.
(c) Find the capacitance $C$ per unit area of the plates and show that

$$
\frac{1}{C}=\frac{1}{\epsilon_{1} / t}+\frac{1}{\epsilon_{2} /(d-t)}
$$

6.18. For the parallel-plate arrangement of Problem 6.5, find the capacitance per unit area of the plates in three ways:
(a) From the definition $C=Q / V_{0}$, where $Q$ is the magnitude of the charge per unit area on either plate.
(b) By evaluating the electric stored energy in the dielectric per unit area of the plates and using (6-81).
(c) By dividing the dielectric into several slabs, each having an infinitesimal thickness and using the result of Problem 6.17.
6.19. Derive the expressions for the conductance, capacitance, and inductance per unit length of the two-conductor configuration of Fig. 6.15(b).
6.20. For the two-conductor configuration of Fig. 6.15(d), find the locations of a pair of equal and opposite, infinitely long, uniform line charges parallel to the conductors such that two of the equipotential surfaces corresponding to the pair of line charges are the surfaces occupied by the conductors. Then find the expressions for conductance, capacitance, and inductance per unit length of the conductor system. Let $d$ be equal to zero and show that these expressions reduce to those for the configuration of Fig. 6.15(b).
6.21. A current $I$ amp flows with nonuniform volume density given by

$$
\mathbf{J}=J_{0} \frac{r}{a} \mathbf{i}_{z}
$$

along an infinitely long cylindrical conductor of radius $a$ having the $z$ axis as its axis. The current returns with uniform surface density in the opposite direction along the surface of an infinitely long perfectly conducting cylinder of radius $b(>a)$ and coaxial with the inner conductor. Find the internal inductance per unit length of the inner conductor by using the method of flux linkages. Verify your answer by using the energy method.
6.22. A filamentary wire carrying a current $I$ amp is closely wound around a torofidal magnetic core of rectangular cross section as shown in Fig. 6.80. The mean radius


Fig. 6.80. For Problem 6.22.
of the toroidal core is $a$ and the number of turns per unit length along the mean circumference of the toroid is $N$. Find the inductance of the toroid.
6.23. An infinitely long, uniformly wound solenoid of radius $a$ and having $N$ turns per unit length carries a current $I \mathrm{amp}$. Find the inductance per unit length of the solenoid.
6.24. Show that $L_{21}=L_{12}$.
6.25. An infinitely long, uniformly wound solenoid of radius $a$ and having $N_{1}$ turns per unit length is coaxial with another infinitely long, uniformly wound solenoid of radius $b(>a)$ and having $N_{2}$ turns per unit length. Find the mutual inductance per unit length of the solenoids.
6.26. A cylindrical slab of material lying between plane surfaces $z=0$ and $z=d$ and having a cross-sectional area $A=\pi a^{2}$ is characterized by nonuniform conductivity

$$
\sigma=\frac{\sigma_{0}}{1+z / d}
$$

permittivity $\epsilon=4 \epsilon_{0}$, and permeability $\mu=2 \mu_{0}$, where $\sigma_{0}$ is a constant. The surfaces $z=0$ and $z=d$ are perfectly conducting. A current flows through perfectly conducting filamentary wires into the center of the plane surface $z=d$ and out of the center of the plane surface $z=0$. Assume that this current is established by appropriate connection of a battery of voltage $V_{0}$ which is far away from the material so that the magnetic field outside the slab may be considered to be the same as that due to an infinitely long wire along the axis of the slab ( $z$ axis). Find the following quantities:
(a) The electric field intensity, the conduction current density, and the displacement flux density in the material.
(b) The surface charge densities on the perfectly conducting surfaces $z=0$ and $z=d$.
(c) The true charge density in the material.
(d) The polarization vector and the polarization charge distribution in the material.
(e) The magnetic field intensity and the magnetic flux density in the material.
(f) The current drawn from the battery and the magnetic field intensity outside the material.
(g) The surface current density on the perfectly conducting surfaces $z=0$ and $z=d$.
(h) The magnetization vector and the magnetization current distribution in the material.
(i) The power dissipation density and the power dissipated in the material and the conductance of the configuration.
(j) The electric stored energy density and the electric stored energy in the material and the capacitance of the configuration.
(k) The magnetic stored energy density and the magnetic stored energy in the material and the internal inductance of the configuration.
(l) The power flow into the material evaluated by surface integration of the Poynting vector.
6.27. A toroidal magnetic core of circular cross section and with an air gap has the following dimensions:

$$
\begin{aligned}
\text { area of cross section } & =2 \mathrm{~cm}^{2} \\
\text { mean circumference } & =20 \mathrm{~cm} \\
\text { air gap width } & =0.1 \mathrm{~cm}
\end{aligned}
$$

Find the ampere turns required to establish a magnetic flux of $3 \times 10^{-4} \mathrm{~Wb}$ in the air gap if the core is made of annealed sheet steel. The effective area of the air gap is that of a circle whose radius exceeds the actual radius by half the width of the air gap.
6.28. For the magnetic circuit of Fig. 6.23, assume that there is no air gap. If $N I$ is equal to 150 amp -turns, find the magnetic flux density in leg 2 .
6.29. For the structure of Fig. 6.25(a), show that, under quasistatic conditions, the rate at which energy flows into the volume of the structure as obtained by surface integration of the Poynting vector over the surface bounding the volume is equal to

$$
\frac{d}{d t}\left[\frac{1}{2} C V^{2}(t)\right]
$$

6.30. For the structure of Fig. 6.25(b), show that, under quasistatic conditions, the rate at which energy flows into the volume of the structure as obtained by surface integration of the Poynting vector over the surface bounding the volume is equal to

$$
\frac{d}{d t}\left[\frac{1}{2} L I^{2}(t)\right]
$$

6.31. By proceeding in a manner similar to that in Example 6-16, show that the quasistatic approximation holds for the parallel-plate structure of Fig. 6.25(a), that is, the structure behaves like a single capacitor, for the condition

$$
f \ll \frac{1}{2 \pi l \sqrt{\mu \epsilon}}
$$

Examine the input behavior of the structure for frequencies beyond the value for which the quasistatic approximation holds.
6.32. A time-varying voltage source drives the structure of Fig. 6.13(a). Assume that the conductor is a good conductor so that the displacement current can be negleqted compared to the conduction current. Show that the quasistatic approximat ion holds, that is, the structure behaves essentially like a single resistor, for the condition

$$
f \ll \frac{1}{\pi \mu \sigma l^{2}}
$$

Investigate the approximation quantitatively for copper. Examine the irput behavior of the structure for frequencies slightly beyond the value for which the quasistatic approximation holds and also for frequencies for which $f \gg 1 / \pi \mu \sigma l^{2}$.
6.33. The structure shown in Fig. 6.81 is an arrangement of two parallel perfectly conducting plates connected at one end by a third perfectly conducting plate. A current source $I(t)=1 \cos 2 \pi f t \mathrm{amp}$ is connected between the plates at the other end so that it supplies a $z$-directed current uniformly distributed in the $y$ direction to the structure. The medium between the plates is free space. For the purpose of this


Fig. 6.81. For Problem 6.33.
problem, the arrangement can be assumed to be part of a structure infinite in extent in the $y$ direction. The dimensions of the structure are indicated in the figure.
(a) Find the voltage developed across the current source in the steady state if $f=150 \mathrm{~Hz}$.
(b) Repeat part (a) if $f=150 \mathrm{MHz}$.
6.34. Derive the transmission-line equations by considering the special case of two infinitely long, coaxial cylindrical conductors. Also show that the power flow along the conductor system is equal to the product of the voltage between the conductors and current along the conductors.
6.35. Show that two alternative representations of the circuit equivalent of the trans-mission-line equations (6-161) and (6-165) are as shown in Figs. 6.82(a) and (b).

(a)

(b)

Fig. 6.82. For Problem 6.35.
6.36. Starting with the curl of both sides of (6-169d), derive the wave equation for $\mathbf{H}$ given by

$$
\nabla^{2} \mathbf{H}=\mu \epsilon \frac{\partial^{2} \mathbf{H}}{\partial t^{2}}
$$

6.37. Solve Eq. (6-176) by using the separation of variables technique.
6.38. Draw three-dimensional sketches similar to that of Fig. 6.30 for the following functions:
(a) $e^{-|t-z|}$
(b) $e^{-|t+z|}$
(c) $(z-t)^{2}[u(z-t)-u(z-t-2)]$
6.39. A spherical balloon of uniform surface charge density and having its center at the origin possesses a constant total charge $Q$. Its radius $c$ is made to vary sinusoidally between a minimum of $(a-b)$ and a maximum of $(a+b)$ in the manner

$$
c=a+b \cos 2 \pi t .
$$

(a) Describe and sketch how the electric field intensity vector $\mathbf{E}$ varies with time in three regions

$$
0<r<(a-b) \quad(a-b)<r<(a+b) \quad(a+b)<r<\infty
$$

Assume uniform surface charge density for all $t$.
(b) From your answer to part (a) for the region $(a+b)<r<\infty$, what can you infer about wave propagation due to the fluctuating balloon? Explain.
6.40. A uniform plane wave traveling in the negative $z$ direction in free space has its electric field entirely along the $x$ direction. The space variation of the electric field intensity at time $t=0$ is shown in Fig. 6.83. Find and sketch the time variation of the magnetic field intensity in the $z=200 \mathrm{~m}$ plane.


Fig. 6.83. For Problem 6.40.
6.41. The electric field intensity associated with a uniform plane wave traveling in a perfect dielectric medium is given by

$$
E_{x}(z, t)=10 \cos \left(2 \pi \times 10^{7} t-0.1 \pi z\right) \text { volts } / \mathrm{m}
$$

(a) Sketch $E_{x}$ versus $t$ for two values of $z, z=0$ and $z=5 \mathrm{~m}$. What is the frequency of the wave?
(b) Sketch $E_{x}$ versus $z$ for two values of $t, t=0$ and $t=\frac{1}{4} \times 10^{-7} \mathrm{sec}$. What is the wavelength?
(c) What is the velocity of propagation?
(d) Write the expression for the magnetic field intensity associated with the wave if $\mu=\mu_{0}$.
6.42. The complex electric field vector of a uniform plane wave propagating in free space is given by

$$
\overline{\mathbf{E}}=\left(-\mathbf{i}_{x}-2 \sqrt{3} \mathbf{i}_{y}+\sqrt{3} \mathbf{i}_{z}\right) e^{-j 0.04 \pi(\sqrt{3} x-2 y-3 z)} \quad \text { volts } / \mathrm{m}
$$

(a) What is the direction of propagation of the wave?
(b) Find the wavelength along the direction of propagation.
(c) Find the frequency of the wave.
(d) Find the apparent wavelengths and the apparent phase velocities along the $x, y$, and $z$ axes.
(e) Discuss the polarization of the wave.
(f) Obtain the expression for the complex magnetic field vector of the wave.
6.43. A complex electric field vector is given by $\overline{\mathbf{E}}=\left[\left(-\sqrt{3}-j-\frac{1}{2}\right) \mathbf{i}_{x}+\left(1-j \frac{\sqrt{3}}{2}\right) \mathbf{i}_{y}+j \sqrt{3} \mathbf{i}_{z}\right] e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)} \quad$ volts $/ \mathrm{m}$
(a) Perform the necessary tests and determine if the given $\overline{\mathbf{E}}$ represents the electric field of a uniform plane wave.
(b) If your answer to part (a) is "yes," repeat Problem 6.42 for the electric field vector of this problem.

6 44. The complex electric and magnetic field vectors in a perfect dielectric medium are given by

$$
\begin{array}{ll}
\overline{\mathbf{E}} & =\left(-j \mathbf{i}_{x}-2 \mathbf{i}_{y}+j \sqrt{3} \mathbf{i}_{z}\right) e^{-j 0.05 \pi(\sqrt{ } 3 x+z)} \\
\overline{\mathbf{H}} & \text { volts } / \mathrm{m} \\
\frac{1}{60 \pi}\left(\mathbf{i}_{x}-j 2 \mathbf{i}_{y}-\sqrt{3} \mathbf{i}_{z}\right) e^{-j 0.05 \pi(\sqrt{3} x+z)} & \mathrm{amp} / \mathrm{m}
\end{array}
$$

(a) Perform the necessary tests and determine if these vectors represent the fields associated with a uniform plane wave.
(b) If your answer to part (a) is "yes," find the direction of propagation, the wavelength along the direction of propagation, the velocity along the direction of propagation, and the frequency. Also, discuss the polarization of the wave.
6.45. Show that the units of $1 / \sqrt{\mathscr{L C}}$ are meters per second and the units of $\sqrt{\mathscr{L} / \mathfrak{C}}$ are ohms.
6.46. The plane $z=0$ is occupied by a perfect conductor. The medium $z<0$ is free space. The leading edge of a uniform plane wave traveling in the positive $z$ direction and having $E_{x}(z)$ as shown in Fig. 6.84 is incident on the plane $z=-150 \mathrm{~m}$ at


Fig. 6.84. For Problem 6.46.
$t=0$. Find and sketch $E_{x}$ and $H_{y}$ versus $z$ for $t$ equal to $\frac{1}{4} \mu \mathrm{sec}, \frac{3}{4} \mu \mathrm{sec}, 1 \mu \mathrm{sec}$, $1 \frac{1}{4} \mu \mathrm{sec}$, and $2 \mu \mathrm{sec}$. Also sketch $E_{x}$ and $H_{y}$ versus $t$ in the plane $z=-150 \mathrm{~m}$.
6.47. For the problem of Example 6-20:
(a) Sketch $E_{x}$ versus $z$ for $t=0.015 \mu \mathrm{sec}$ and $0.035 \mu \mathrm{sec}$.
(b) Draw the bounce diagram for $H_{y}$ and sketch $H_{y}$ in the planes $z=-3 \mathrm{~m}$ and $z=2.5 \mathrm{~m}$ as functions of time for $t \geq 0$. Also sketch $H_{y}$ versus $z$ for values of $t$ equal to $0.015 \mu \mathrm{sec}$ and $0.035 \mu \mathrm{sec}$.
6.48. In the transmission-line system shown in Fig. 6.85, the switch $S$ is closed at $t=0$.
(a) Show that, for $0<t<l / v$, a ( + ) wave of voltage

$$
V^{+}(z, t)=\frac{Z_{0}}{R_{g}+Z_{0}} V_{g}\left(t-\frac{z}{v}\right)
$$

exists on the. line. What is the current associated with the $(+)$ wave?


Fig. 6.85. For Problem 6.48.
(b) Show that for $l / v<t<2 l / v$, a ( - ) wave of voltage

$$
V^{-}(z, t)=\frac{Z_{0}}{R_{g}+Z_{0}} \Gamma_{R} V_{g}\left(t-\frac{2 l}{v}+\frac{z}{v}\right) \quad \text { where } \Gamma_{R}=\frac{R_{L}-Z_{0}}{R_{L}+Z_{0}}
$$

exists on the line in addition to the ( + ) wave specified in part (a). What is the current associated with the $(-)$ wave?
(c) Show that for $2 l / v<t<3 l / v$, a ( -+ ) wave of voltage

$$
V^{-+}(z, t)=\frac{Z_{0}}{R_{g}+Z_{0}} \Gamma_{R} \Gamma_{g} V_{g}\left(t-\frac{2 l}{v}-\frac{z}{v}\right) \quad \text { where } \Gamma_{g}=\frac{R_{g}-Z_{0}}{R_{g}+Z_{0}}
$$

exists on the line in addition to the ( + ) and ( - ) waves specified in parts (a) and (b), respectively. What is the current associated with the $(-+)$ wave?
(d) Show that the line voltage and line current at $t=\infty$ are given by the expressions

$$
\begin{aligned}
V_{S S}(z, t)=\frac{Z_{0}}{R_{g}+Z_{0}}[ & {\left[\sum_{n=0}^{\infty}\left(\Gamma_{R} \Gamma_{g}\right)^{n} V_{g}\left(t-\frac{2 n l}{v}-\frac{z}{v}\right)\right.} \\
& \left.\quad+\Gamma_{R} \sum_{n=0}^{\infty}\left(\Gamma_{R} \Gamma_{g}\right)^{n} V_{g}\left(t-\frac{2 n l}{v}+\frac{z}{v}-\frac{2 l}{v}\right)\right] \\
I_{S S}(z, t)=\frac{1}{R_{g}+Z_{0}}[ & \sum_{n=0}^{\infty}\left(\Gamma_{R} \Gamma_{g}\right)^{n} V_{g}\left(t-\frac{2 n l}{v}-\frac{z}{v}\right) \\
& \left.\quad-\Gamma_{R} \sum_{n=0}^{\infty}\left(\Gamma_{R} \Gamma_{g}\right)^{n} V_{g}\left(t-\frac{2 n l}{v}+\frac{z}{v}-\frac{2 l}{v}\right)\right]
\end{aligned}
$$

(e) Obtain closed-form expressions for $V_{S S}(z, t)$ and $I_{S S}(z, t)$ for two cases: (i) $V_{g}(t)=V_{0}$, a constant and (ii) $V_{g}(t)=V_{0} \cos \omega t$.
6.49. A transmission-line of characteristic impedance $Z_{0}$ is terminated by an inductor of value $L$ henries. A ( + ) wave of constant voltage $V_{0}$ is incident on the termination at $t=0$. Show that the resulting ( - ) wave voltage at the termination is given by

$$
V^{-}(t)=-V_{0}+2 V_{0} e^{-\left(Z_{0} / L\right) t}
$$

6.50. In Fig. 6.86, a transmission-line of characteristic impedance 50 ohms is terminated by a passive nonlinear element having the volt-ampere characteristic indicated in the figure. If a ( + ) wave of constant voltage 10 volts is incident on the termination, find the resulting $(-)$ wave voltage.


Fig. 6.86. For Problem 6.50.
6.51. Draw sketches of $V$ and $I$ given by Eqs. (6-231a) and (6-231b), respectively, versus $t$ for values of $d$ equal to $0, \lambda / 8, \lambda / 4,3 \lambda / 8$, and $\lambda / 2$. Consider $\theta=0$ for simplicity.
6.52. A transmission-line of length $l$ is short circuited at one end and open circuited at the other end. What are the natural frequencies of oscillation? Sketch the voltage and current standing wave patterns for the first few modes. Repeat for a line of length $l$ which is open circuited at both ends.
6.53. The transmission-line system shown in Fig. 6.87 is in sinusoidal steady state. The voltage source $V_{g}(t)$ is equal to $10 \cos 1000 \pi t+5 \cos 2000 \pi t$ volts.


Fig. 6.87. For Problem 6.53.
(a) What is the impedance seen looking into the input terminals of the line for $f=500 \mathrm{~Hz}$ ? Sketch the voltage and current standing wave patterns for $f=500 \mathrm{~Hz}$.
(b) What is the impedance seen looking into the input terminals of the line for $f=1000 \mathrm{~Hz}$ ? Sketch the voltage and current standing wave patterns for $f=1000 \mathrm{~Hz}$.
(c) From the standing wave patterns of parts (a) and (b), compute the values of root-mean-square line voltages and line currents at $d=0, d=l / 2$, and $d=l$.
6.54. Find the two lowest frequencies (zero excluded) for which a transmission-line of length $l$ short circuited at its far end behaves at its input as an inductor of value equal to its inductance computed from static field considerations.
6.55. Show that the minima in the standing wave patterns of Fig. 6.48 are sharper than the maxima.
6.56. Show that the line impedance at a voltage maximum is $Z_{0}$ (VSWR) and the line impedance at a voltage minimum is $Z_{0} /(\mathrm{VSWR})$.
6.57. Repeat Example $6-23$ for frequency of the uniform plane wave equal to 6000 MHz . Find the fraction of the incident power transmitted into medium 3.
6.58. Repeat Example $6-23$ for frequency of the uniform plane wave equal to 1500 MHz . Find the fraction of the incident power transmitted into medium 3. Also find the wave impedance in medium 1 at a distance of 4 cm from the interface between media 1 and 2.
6.59. Find the thickness and permittivity of a quarter-wave dielectric coating which will eliminate reflections of uniform plane waves of frequency 1500 MHz incident normally from free space onto a dielectric of permittivity $16 \epsilon_{0}$. Assume all media to have $\mu=\mu_{0}$.
6.60. A transmission line of characteristic impedance 50 ohms is terminated by an unknown load impedance $\bar{Z}_{R}$. Standing wave measurements indicate VSWR equal to 3.0. Distance between successive voltage minima is 20 cm and distance between load and first voltage minimum is 15 cm .
(a) Find $\bar{Z}_{R}$.
(b) Find the location nearest to the load and the characteristic impedance of a quarter-wave section required to achieve a match between the line and the load.
6.61. A transmission line of characteristic impedance 50 ohms is terminated by a certain load impedance. It is found that the VSWR on the line is equal to 5.0. The first voltage minimum is located to be at $0.1 \lambda$ from the load. Determine analytically the location and the length of a short-circuited stub connected in parallel with the line so that a match is obtained between the line and the load. Assume the characteristic impedance of the stub to be 50 ohms. Repeat the problem for characteristic impedance of stub equal to 100 ohms.
6.62. A transmission line of characteristic impedance 50 ohms is terminated by a certain load impedance. It is found that the VSWR on the line is equal to 3.0. The first voltage minimum is located at 5.80 cm from the load and the next voltage minimum at 25.80 cm from the load. Find analytically the value of the minimum VSWR that can be achieved on the line by placing a stub in parallel with the line at the load.
6.63. A transmission line of characteristic impedance 100 ohms is terminated by a load impedance $(80+j 200)$ ohms. Using the Smith chart, find the following quantities:
(a) The reflection coefficient at the load.
(b) VSWR on the line.
(c) The distance of the first voltage minimum of the standing wave pattern from the load.
(d) The line impedance at $d=0.1 \lambda$.
(e) The line admittance at $d=0.1 \lambda$.
(f) The location nearest to the load at which the real part of the line admittance is equal to the line characteristic admittance.
6.64. Solve Problem 6.58 using the Smith chart.
6.65. Solve Problem 6.61 using the Smith chart.
6.66. Solve Problem 6.62 using the Smith chart.
6.67. The dimension $a$ of a parallel-plate waveguide filled with a dielectric of permittivity $\epsilon=4 \epsilon_{0}$ is 4.0 cm . Determine the propagating $\mathrm{TE}_{m, 0}$ modes for a wave frequency of 6000 MHz . For each propagating mode, find (a) the cutoff frequency,
(b) the angle $\theta_{i}$ at which the wave bounces obliquely between the conductors,
(c) the guide wavelength $\lambda_{g}$, (d) the phase velocity $v_{p z}$, and (e) the guide impedance $\eta_{g}$.
6.68. Consider a parallel-plate waveguide extending in the $z$ direction with a dielectric discontinuity at $z=0$. $\mathrm{A}^{\mathrm{TE}} \mathrm{TE}_{m, 0}$ wave is incident on the discontinuity from the side $z<0$. By making use of the boundary conditions at the discontinuity, show that each section of the guide can be replaced by the corresponding transmissionline equivalent shown in Fig. 6.59, for the purpose of solving reflection, transmission, and matching problems involving power flow in the $z$ direction.
6.69. In Section 6.12 we introduced transverse electric or TE waves by considering oblique incidence of a linearly polarized uniform plane wave on a perfect conductor with its electric field entirely parallel to the plane of the conductor. To investigate transverse magnetic or TM waves, consider a linearly polarized, uniform plane wave having its magnetic field entirely along the $y$ direction and incident obliquely upon a perfect conductor occupying the $x=0$ plane as shown in Fig. 6.88.

Fig. 6.88. For Problem 6.69.

(a) Obtain the expressions for the total fields.
(b) Show that $\bar{E}_{z}=0$ at the surface of the conductor as well as in planes $x=-m \lambda /\left(2 \cos \theta_{i}\right), m=1,2,3, \ldots$
(c) For a parallel-plate guide of spacing $a$ between the plates, find the expressions for the cutoff wavelengths, cutoff frequencies, guide wavelengths, and the phase velocities in the $z$ direction for the $\mathrm{TM}_{m, 0}$ modes.
(d) Write expressions for the total fields in the guide independent of $\theta_{i}$.
(e) Define guide impedance and obtain the transmission-line equivalent for power flow along the guide.
6.70. Using the transmission-line equivalent determined in Problem 6.69, repeat Example $6-29$ for $\mathrm{TM}_{1,0}$ waves of frequency 6000 MHz .
6.71. Show that

$$
v_{g z}=\frac{v_{p z}}{1-\left(\omega / v_{p z}\right)\left(d v_{p z} / d \omega\right)}
$$

6.72. For the parallel-plate waveguide of Problem 6.67, obtain the group velocities for the propagating modes for a wave of frequency 6000 MHz .
6.73. For a tapered transmission line, the inductance and capacitance per unit length are functions of position $z$ along the line.
(a) Show that the line voltage and line current in the sinusoidal steady state satisfy the equations

$$
\begin{aligned}
\frac{\partial^{2} \bar{V}}{\partial z^{2}}-\frac{1}{\mathscr{L}}\left(\frac{\partial \mathscr{L}}{\partial z}\right)\left(\frac{\partial \bar{V}}{\partial z}\right)+\omega^{2} \mathscr{L} \mathbb{C} \bar{V} & =0 \\
\frac{\partial^{2} \bar{I}}{\partial z^{2}}-\frac{1}{\mathfrak{C}}\left(\frac{\partial \mathcal{C}}{\partial z}\right)\left(\frac{\partial \bar{I}}{\partial z}\right)+\omega^{2} \mathscr{L C} \bar{I} & =0
\end{aligned}
$$

(b) If $\mathscr{L}(z)$ and $\mathfrak{C}(z)$ for a particular tapered transmission line are given by

$$
\mathscr{L}(z)=\mathscr{L}_{0} e^{-a z} \quad \text { and } \quad \mathbb{C}=\mathfrak{C}_{0} e^{a z}
$$

where $\mathscr{L}_{0}, \mathfrak{C}_{0}$, and $a$ are constants, find the solutions for $\bar{V}$ and $\bar{I}$ and show that there exists a cutoff frequency below which wave propagation does not occur.
6.74. Obtain the expression for the attenuation constant per wavelength in a lossy medium characterized by $\sigma, \mu$, and $\epsilon$. Plot the attenuation constant per wavelength versus $\sigma / \omega \epsilon$.
6.75. For uniform plane waves in fresh lake water $\left(\sigma=10^{-3} \mathrm{mho} / \mathrm{m}, \epsilon=80 \epsilon_{\text {d, }}\right.$, $\mu=\mu_{0}$ ), find $\alpha, \beta, \bar{\eta}$, and $\lambda$ for two frequencies: (a) 100 MHz and (b) 10 kHz .
6.76. A uniform plane wave of frequency $f$ is incident normally from free space onto a plane slab of good conductor of infinite depth and conductivity $\sigma$. Obtain the expression for the fraction of the incident power reflected and the fraction of the incident power transmitted into the conductor. Compute numerical values for incidence from free space to copper at 30 MHz .
6.77. (a) Express Eqs. (6-281a) and (6-281b) in terms of the distance variable $d$.
(b) Show that the wave impedance $\bar{Z}(d)$ is given by

$$
\bar{Z}(d)=\bar{\eta} \frac{1+\bar{\Gamma}(d)}{1-\bar{\Gamma}(d)}
$$

where $\bar{\Gamma}(d)=\bar{\Gamma}(0) e^{-2 \bar{\gamma} d}=\bar{\Gamma}(0) e^{-2 \alpha d} e^{-j 2 \beta d}$.
(c) In Fig. 6.89, a thin slab of good conductor having a thickness $t$ is backed by a perfect dielectric of thickness $\lambda / 4$ at the frequency of operation, which in turn is backed by a perfect conductor. Show that, for uniform plane waves incident normally on the good conductor, reflections are eliminated if $\alpha_{c} t \leqslant 1$

Fig. 6.89. For Problem 6.77.

and $\sigma=1 / \eta_{0} t$, where $\alpha_{c}$ and $\sigma$ are the attenuation constant and conductivity, respectively, of the good conductor.
6:78. For the semiinfinite plane slab conductor of Fig. 6.66, show that (a) the real part on the right side of $(6-294)$ is the same as the result that would be obtained by a volume integration of the time-average power dissipation density $\frac{1}{2} \sigma\left|\bar{E}_{x}\right|^{2}$ and (b) the imaginary part on the right side of $(6-294)$ divided by $2 \omega$ is the same as the result that would be obtained by a volume integration of the time-average magnetic stored energy density $\frac{1}{4} \mu\left|\bar{H}_{y}\right|^{2}$.
6.79. For the lossy transmission line of Fig. 6.69,
(a) Write the transmission-line equations.
(b) Find $\bar{\gamma}$ and $\bar{Z}_{0}$.
(c) Show that for $2 \mathscr{R}_{i} /\left(2 \mathscr{L}_{i}+\mathcal{L}\right)=\mathcal{G} / \mathbb{C}, \beta=\omega \sqrt{\left(2 \mathscr{L}_{i}+\mathscr{L}\right)}$. What is the attenuation constant for this condition?
6.80. For the parallel-plate resonator of Fig. 6.71, show that the total energy density in the two fields from $d=0$ to $d=l$ computed by considering the energy density in the electric field at a time at which the magnetic field is zero everywhere between the plates is the same as that given by (6-299).
6.81. The arrangement shown in Fig. 6.90 is that of a parallel-plate resonator made up of two dielectric slabs of thicknesses $t$ and $(l-t)$ and backed by perfect conductors.

Fig. 6.90. For Problem 6.81.

(a) Show that the resonant frequencies of the system are given by the roots of the equation

$$
\tan \omega \sqrt{\mu_{0} \epsilon_{1}} t+\sqrt{\frac{\epsilon_{1}}{\epsilon_{2}}} \tan \omega \sqrt{\mu_{0} \epsilon_{2}}(l-t)=0
$$

(b) Find the three lowest resonant frequencies if $t=l / 2, l=5.0 \mathrm{~cm}, \epsilon_{1}=\epsilon_{0}$, and $\epsilon_{2}=4 \epsilon_{0}$.
6.82. For the parallel-plate resonator of Example 6-32, show that, for a particular mode of operation, $Q$ is inversely proportional to $\sqrt{f}$.
6.83. A resonator is formed by placing perfect conductors in two transverse planes $z=0$ and $z=d$ of a parallel-plate waveguide of spacing $a$, as shown in Fig. 6.91.


Fig. 6.91. For Problem 6.83.
(a) Show that the resonant frequencies corresponding to the $\mathrm{TE}_{m, 0, l}$ modes are given by

$$
f_{m, 0, l}=\frac{1}{2 \sqrt{\mu \epsilon}} \sqrt{\left(\frac{m}{a}\right)^{2}+\left(\frac{l}{d}\right)^{2}}
$$

Compute the lowest three resonant frequencies if $a=d=4 \mathrm{~cm}$. Identify the corresponding mode numbers. Assume free space for the medium between the plates.
(b) Write the expressions for the fields corresponding to the $\mathrm{TE}_{1,0,1}$ mode. Derive the expression for the $Q$ of the resonator for the $\mathrm{TE}_{1,0,1}$ mode, assuming that the plates are made up of imperfect conductors of conductivity $\sigma$ and having thicknesses of several skin depths for the frequencies of interest.
6.84. For the parallel-plate resonator of Fig. 6.70, assume that the dielectric is slightly lossy, having a conductivity $\sigma_{d} \ll \omega \epsilon$.
(a) Assuming the plates to be perfect conductors, show that the $Q$ of the resonator is given by $Q_{1}=\omega \epsilon / \sigma_{d}$.
(b) If, in addition to the slightly lossy dielectric, the plates are made up of slightly lossy conductors, show that the $Q$ of the resonator is given by

$$
\frac{1}{Q}=\frac{1}{Q_{1}}+\frac{1}{Q_{2}}
$$

where $Q_{1}$ is as given in part (a) and $Q_{2}$ is equal to $/ / 2 \delta$ as derived in Example 6-32.
6.85. Show that the units of $\sqrt{N e^{2} / m \epsilon_{0}}$ are (seconds) ${ }^{-1}$ and that $e^{2} / 4 \pi^{2} m \epsilon_{0}$ is equal to 80.6.
6.86. The maximum plasma frequency of the plane ionosphere considered in Example $6-33$ is 10 MHz .
(a) What is the minimum value of $\theta_{0}$ at which a signal of frequency 20 MHz can be incident on the ionosphere in order to get reflected and not to penetrate the ionosphere?
(b) What is the maximum frequency of a signal incident on the ionosphere at an angle $\theta_{0}=30^{\circ}$ so that it will be reflected?
6.87. In Fig. 6.92, a satellite signal of frequency $f=20 \mathrm{MHz}$ passes through a hypothetical plane slab ionosphere of uniform plasma frequency $f_{N}=12 \mathrm{MHz}$. The earth's magnetic field and the effect of electron collisions with heavy particles are to be neglected. Find the true elevation angle of the satellite as seen from the receiver.


Fig. 6.92. For Problem 6.87.
6.88. A technique of locating the position of an aircraft is by measuring its ranges from a system of satellites of known locations. The apparent range between a satellite and the aircraft is obtained by measuring the time delay of a pulsed continuous wave signal and multiplying it by the velocity of light in free space. The range is an apparent value because the time delay is determined by the group velocity of the signal in the intervening medium which is not free space. For a signal of frequency $f$ much larger than the maximum plasma frequency in the ionosphere and neglecting earth's magnetic field, show that the apparent range is greater than the true range by the amount $\left(40.3 / f^{2}\right) \int_{A}^{S} N d s$, where $\int_{A}^{s} N d s$ is the integrated electron density in a column of cross section $1 \mathrm{~m}^{2}$ from the aircraft (A) to the satellite ( $S$ ) and $f$ is in hertz. For $\int_{A}^{S} N d s=10^{18}$ electrons $/ \mathrm{m}^{2}$, find the excess range for two frequencies: (a) 140 MHz , (b) $1,600 \mathrm{MHz}$.
6.89. Two Hertzian dipoles situated at the origin and carrying currents of the same frequency are oriented along the $x$ and $z$ axes, respectively. The dipoles are of the same length and their currents are equal in magnitude and in phase. Discuss the polarization of the radiation field due to the dipole arrangement at (a) a point along the $x$ axis, (b) a point along the $z$ axis, (c) a point along the $y$ axis, and (d) a point along the line $x=0, y=z$. Repeat for the dipole currents equal in magnitude but differing in phase by $\pi / 2$.
6.90. The oscillating version of the static magnetic dipole consists of a circular loop of wire of radius $a$ carrying current varying sinusoidally with time. For circumference of the loop small compared to the wavelength, the current can be considered to be uniform and in phase around the loop so that it is given by $I(t)=I_{0} \cos \omega t$. Assume the dipole to be centered at the origin and lying in the $x y$ plane with the current flowing in the $\phi$ direction.
(a) Find the time-varying magnetic vector potential due to the oscillating magnetic dipole for $r \gg a$.
(b) Obtain the electromagnetic fields due to the oscillating magnetic dipole.
(c) Show that the radiation fields due to the oscillating magnetic dipole are given by

$$
\begin{aligned}
& \overline{\mathbf{E}}=\frac{\beta^{2} \eta \bar{I}_{0} \pi a^{2}}{4 \pi r} \sin \theta e^{-j \beta r_{\mathbf{i}_{\phi}}} \\
& \overline{\mathbf{H}}=-\frac{\beta^{2} \bar{I}_{0} \pi a^{2}}{4 \pi r} \sin \theta e^{-j \beta \mathbf{I}_{\theta}}
\end{aligned}
$$

6.91. Fig. 6.93 shows an oscillating electric quadrupole consisting of three time-varyind charges given by

$$
\begin{aligned}
& Q_{1}(t)=Q_{2}(t)=Q_{0} \sin \omega t \\
& Q_{3}(t)=-2 Q_{0} \sin \omega t
\end{aligned}
$$

The charges are connected by filamentary wires.


Fig. 6.93. For Problem 6.91.
(a) Write the expressions for the currents $I_{1}(t)$ and $I_{2}(t)$ such that the continuity equation is satisfied.
(b) Find the time-varying magnetic vector potential due to the oscillating quadrupole, in the limit that $d l \rightarrow 0$ keeping $Q_{0}(d l)^{2}$ constant.
(c) Find the electromagnetic fields due to the oscillating quadrupole.
(d) Find the radiation fields due to the oscillating quadrupole. Verify by deriving them directly from the radiation fields due to the oscillating dipole given by Eqs. (6-339) and (6-340).
6.92. Find the radiation resistance of a straight copper wire of length 1 cm carrying current of frequency 100 MHz . Compare the radiation resistance with the ohmic resistance of the wire (taking into account skin effect) if it has a cylindrical cross section of radius 1 mm . Repeat for a frequency of 300 MHz .
6.93. A half-wave dipole is a center-fed, straight wire antenna having a length equal to half the wavelength. The current distribution along the half-wave dipole is given by

$$
\bar{I}(z)=\bar{I}_{0} \cos \frac{\pi z}{L} \quad \text { for } \quad-\frac{L}{2}<z<\frac{L}{2}
$$

as shown in Fig. 6.94.

Fig. 6.94. For Problem 6.93.

(a) Show that the radiation fields of the half-wave dipole are

$$
\begin{aligned}
& \bar{E}_{\theta}=\frac{\boldsymbol{j} \boldsymbol{\eta} \bar{I}_{0} e^{-j(\pi / L) r}}{2 \pi r} \frac{\cos [(\pi / 2) \cos \theta]}{\sin \theta} \\
& \bar{H}_{\phi}=\frac{j \bar{I}_{0} e^{-j(\pi / L) r} \cos [(\pi / 2) \cos \theta]}{2 \pi r} \sin \theta
\end{aligned}
$$

(b) Show that the radiation resistance of the half-wave dipole in free space is 73 ohms, given that

$$
\int_{\theta=0}^{\pi / 2} \frac{\cos ^{2}[(\pi / 2) \cos \theta]}{\sin \theta} d \theta=0.609
$$

(c) Sketch the normalized radiation intensity pattern.
(d) Show that the directivity of the half-wave dipole is 1.64 .
6.94. Two identical short dipoles form an array as shown in Fig. 6.95. Show that the radiation fields due to the array are given by the radiation fields due to one of the dipoles multiplied by the factor $2 \cos [(\beta d \sin \theta \cos \phi) / 2]$. Plot the normalized
radiation intensity patterns in three planes: (a) $\phi=\pi / 2$, (b) $\phi=0$, and (c) $\theta=\pi / 2$ for $d=\lambda / 2$.


Fig. 6.95. For Problem 6.94.

## APPENDIX

## UNITS AND DIMENSIONS

In 1960, the International System of Units was given official status at the Eleventh General Conference on weights and measures held in Paris, France. This system of units is an expanded version of the rationalized meter-kilogram-second-ampere (MKSA) system of units and is based on six fundamental or basic units. The six basic units are the units of length, mass, time, current, temperature and luminous intensity.

The international unit of length is the meter. It is exactly $1,650,763.73$ times the wavelength in vacuum of the radiation corresponding to the unperturbed transition between the levels $2 \mathrm{p}_{10}$ and $5 \mathrm{~d}_{5}$ of the atom of krypton-86, the orange-red line. The international unit of mass is the kilogram. It is the mass of the International Prototype Kilogram which is a particular cylinder of platinum-iridium alloy preserved in a vault at Sèvres, France, by the International Bureau of Weights and Measures. The international unit of time is the second. It is equal to $9,192,631,770$ times the period corresponding to the frequency of the transition between the hyperfine levels $F=4, M=0$ and $F=3, M=0$ of the fundamental state ${ }^{2} S_{1 / 2}$ of the cesium-133 atom unperturbed by external fields.

To present the definition for the international unit of current, we first define the newton, which is the unit of force, derived from the fundamental units meter, kilogram and second in the following manner. Since velocity is rate of change of distance with time, its unit is meter per second. Since acceleration is rate of change of velocity with time, its unit is meter per second per second or meter per second squared. Since force is mass times acceleration, its unit is kilogram-meter per second squared, also known as the newton. Thus, the newton is that force which imparts an acceleration of 1 meter per second squared to a mass of 1 kilogram. The international
unit of current, which is the ampere, can now be defined. It is the constant current which when maintained in two straight, infinitely long, parallel conductors of negligible cross section and placed one meter apart in vacuum produces a force of $2 \times 10^{-7}$ newtons per meter length of the conductors.

The international unit of temperature is the Kelvin degree. It is based on the definition of the thermodynamic scale of temperature by means of the triple-point of water as a fixed fundamental point to which a temperature of exactly 273.16 degrees Kelvin is attributed. The international unit of luminous intensity is the candela. It is defined such that the luminance of a blackbody radiator at the freezing temperature of platinum is 60 candelas per square centimeter.

We have just defined the six basic units of the International System of Units. Two supplementary units are the radian and the steradian for plane angle and solid angle respectively. All other units are derived units. For example, the unit of charge which is the coulomb is the amount of charge transported in 1 second by a current of 1 ampere; the unit of energy which is joule is the work done when the point of application of a force of 1 newton is displaced a distance of 1 meter in the direction of the force; the unit of power which is the watt is the power which gives rise to the production of energy at the rate of 1 joule per second; the unit of electric potential difference which is the volt is the difference of electric potential between two points of a conducting wire carrying constant current of 1 ampere, when the power dissipated between these points is equal to 1 watt; and so on. The units for the various quantities used in this book are listed in Table A.1., together with the symbols of the quantities and their dimensions.

Dimensions are a convenient means of checking the possible validity of a derived equation. The dimension of a given quantity can be expressed as some combination of a set of fundamental dimensions. These fundamental dimensions need not be the same as the quantities corresponding to the basic units. In mechanics, the fundamental dimensions are mass $(M)$, length ( $L$ ) and time ( $T$ ). In electromagnetics, it is the usual practice to consider the charge $(Q)$, instead of the current, as the additional fundamental dimension. For the quantities listed in Țable A.1., these four dimensions are sufficient. Thus, for example, the dimension of velocity is length $(L)$ divided by time ( $(T)$, that is $L T^{-1}$; the dimension of acceleration is length $(L)$ divided by time squared ( $T^{2}$ ), that is, $L T^{-2}$; the dimension of force is mass ( $M$ ) times acceleration ( $L T^{-2}$ ), that is, $M L T^{-2}$; the dimension of ampere is charge ( $Q$ ) divided by time ( $T$ ), that is, $Q T^{-1}$; and so on.

To illustrate the application of dimensions for checking the possible validity of a derived equation, let us consider the equation for the velocity of propagation of an electromagnetic wave in free space, given by

$$
v=\frac{1}{\sqrt{\mu_{0} \epsilon_{0}}}
$$

TABLE A.1. Symbols, Units and Dimensions of Various Quantities

| Quantity | Symbol | Unit | Dimensions |
| :---: | :---: | :---: | :---: |
| Acceleration | a | meter/(second) ${ }^{2}$ | $L T^{-2}$ |
| Admittance | $\bar{Y}$ | mho | $M^{-1} L^{-2} T Q^{2}$ |
| Angular velocity | $\omega$ | radian/second | $T^{-1}$ |
| Area | A | square meter | $L^{2}$ |
| Attenuation constant | $\alpha$ | neper/meter | $L^{-1}$ |
| Capacitance | C | farad | $M^{-1} L^{-2} T^{2} Q^{2}$ |
| Capacitance per unit length | ¢ | farad/meter | $M^{-1} L^{-3} T^{2} Q^{2}$ |
|  | ${ }^{x}$ | meter | $L$ |
| Cartesian coordinates | $\{y$ | meter | $L$ |
|  | z | meter | $L$ |
| Characteristic admittance | $Y_{0}$ | mho | $M^{-1} L^{-2} T Q^{2}$ |
| Characteristic impedance | $Z_{0}$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Charge | Q, $q$ | coulomb | $Q$ |
| Closed path | C | meter | $L$ |
| Conductance | $G$ | mho | $M^{-1} L^{-2} T Q^{2}$ |
| Conductance per unit length | 9 | mho/meter | $M^{-1} L^{-3} T Q^{2}$ |
| Conduction current | $I_{c}$ | ampere | $T^{-1} Q$ |
| Conduction current density | $\mathrm{J}_{\boldsymbol{c}}$ | ampere/square meter | $L^{-2} T^{-1} Q$ |
| Conductivity | $\sigma$ | mho/meter | $M^{-1} L^{-3} T Q^{2}$ |
| Current | $I$ | ampere | $T^{-1} Q$ |
| Current transmission coefficient | $\tau_{c}$ | - | - |
| Cutoff frequency | $f_{c}$ | hertz | $T^{-1}$ |
| Cutoff wavelength | $\lambda_{c}$ | meter | $L$ |
|  | $r^{r}, r_{c}$ | meter | $L$ |
| Cylindrical coordinates | $\{\phi$ | radian | - |
|  | $z$ | meter | $L$ |
| Differential length element | $d l$ | meter | $L$ |
| Differential surface element | $d S$ | square meter | $L^{2}$ |
| Differential volume element | $d v$ | cubic meter | $L^{3}$ |
| Directivity | D | - | - |
| Displacement current | $I_{d}$ | ampere | $T^{-1} Q$ |
| Displacement flux density | D | coulomb/square meter | $L^{-2} Q$ |
| Distance | $R, d$ | meter | $L$ |
| Drift velocity | $\mathrm{v}_{d}$ | meter/second | $L T^{-1}$ |
| Electric dipole moment | p | coulomb-meter | $L Q$ |
| Electric energy | $W_{e}$ | joule | $M L^{2} T^{-2}$ |
| Electric energy density | $w_{e}$ | joule/cubic meter | $M L^{-1} T^{-2}$ |
| Electric field intensity | E | volt/meter | $M L T^{-2} Q^{-1}$ |
| Electric potential | $V$ | volt | $M L^{2} T^{-2} Q^{-1}$ |
| Electric susceptibility | $\chi_{e}$ | - | - |
| Electron density | $N$ | (meter) ${ }^{-3}$ | $L^{-3}$ |
| Electronic charge | $e$ | coulomb | $Q$ |
| Electronic polarizability | $\alpha_{e}$ | farad-(meter) ${ }^{2}$ | $M^{-1} T^{2} Q^{2}$ |
| Energy | W | joule | $M L^{2} T^{-2}$ |
| Energy density | $w$ | joule/cubic meter | $M L^{-1} T^{-2}$ |
| Force | F | newton | MLT ${ }^{-2}$ |
| Force per unit volume | f | newton/cubic meter | $M L^{-2} T^{-2}$ |
| Frequency | $f$ | hertz | $T^{-1}$ |

TABLE A.1. Cont'd

| Quantity | Symbol | Unit | Dimensions |
| :---: | :---: | :---: | :---: |
| Gravitational field intensity | g | meter/(second) ${ }^{2}$ | $L T^{-2}$ |
| Group velocity | $v_{g}$ | meter/sec | $L T^{-1}$ |
| Guide impedance | $\eta_{g}$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Guide wavelength | $\lambda g$ | meter | $L$ |
| Impedance | $\bar{Z}$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Incremental relative permeability | $\mu_{i r}$ | - | - |
| Inductance | $L$ | henry | $M L^{2} Q^{-2}$ |
| Inductance per unit length | $\mathcal{L}$ | henry/meter | $M L Q^{-2}$ |
| Internal impedance | $\overline{Z_{i}}$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Internal inductance | $L_{i}, L_{\text {int }}$ | henry | $M L^{2} Q^{-2}$ |
| Internal inductance per unit length | $\mathscr{L}_{i}$ | henry/meter | $M L Q^{-2}$ |
| Intrinsic impedance | $\eta$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Intrinsic impedance of free space | $\eta_{0}$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Length | $L, 1$ | meter | $L$ |
| Line charge density | $p_{L}$ | coulomb/meter | $L^{-1} Q$ |
| Linear velocity | v | meter/second | $L T^{-1}$ |
| Magnetic dipole moment | m | ampere-square meter | $L^{2} T^{-1} Q$ |
| Magnetic energy | $W_{m}$ | joule | $M L^{2} T^{-2}$ |
| Magnetic energy density | $\boldsymbol{w}_{m}$ | joule/cubic meter | $M L^{-1} T^{-2}$ |
| Magnetic field intensity | H | ampere/meter | $L^{-1} T^{-1} Q$ |
| Magnetic flux | $\psi$ | weber | $M L L^{2} T^{-1} Q^{-}$ |
| Magnetic flux density | B | weber/square meter (or tesla) | $M T^{-1} Q^{-1}$ |
| Magnetic polarizability | $\alpha_{m}$ | (meter) ${ }^{4} /$ henry | $M^{-1} L^{2} Q^{2}$ |
| Magnetic scalar potential | $V_{m}$ | ampere | $T^{-1} Q$ |
| Magnetic susceptibility | $\chi_{m}$ | - | - |
| Magnetic vector potential | A | weber/meter | $M L T^{-1} Q^{-1}$ |
| Magnetization surface current density | $\mathbf{J}_{\text {ms }}$ | ampere/meter | $L^{-1} T^{-1} Q$ |
| Magnetization vector | M | ampere/meter | $L^{-1} T^{-1} Q$ |
| Magnetization volume current density | $\mathbf{J}_{m}$ | ampere/square meter | $L^{-2} T^{-1} Q$ |
| Magnetizing field | $\mathbf{B}_{m}$ | weber/square meter (or tesla) | $M T^{-1} Q^{-1}$ |
| Mass | M, m | kilogram | M |
| Mobility of electron | $\mu_{e}$ | (meter) ${ }^{2} /$ volt-second | $M^{-1} T Q$ |
| Mobility of hole | $\mu_{h}$ | (meter) ${ }^{2} /$ volt-second | $M^{-1} T Q$ |
| Molecular polarizability | * | farad-(meter) ${ }^{2}$ | $M^{-1} T^{2} Q^{2}$ |
| Mutual inductance | $L_{12}, L_{21}$ | henry | $M L^{2} Q^{-2}$ |
| Mutual inductance per unit length | $\aleph_{12}, £_{21}$ | henry/meter | $M L Q^{-2}$ |
| Natural frequency of oscillation | $f_{n}$ | hertz | $T^{-1}$ |
| Normalized admittance | $\bar{y}$ | - | - |
| Normalized impedance | $\bar{z}$ | - | - |
| Normalized radiation intensity | $U_{n}$ | - | - |
| Normalized reactance | $x$ | - | - |

TABLE A. 1 Cont'd

| Quantity | Symbol | Unit | Dimensions |
| :---: | :---: | :---: | :---: |
| Normalized resistance | $r$ | - | - |
| Normalized susceptance | $b$ | - |  |
| Permeability | $\mu$ | henry/meter | $M L Q^{-2}$ |
| Permeability of free space | $\mu_{0}$ | henry/meter | $M L Q^{-2}$ |
| Permittivity | $\epsilon$ | farad/meter | $M^{-1} L^{-3} T^{2} Q^{2}$ |
| Permittivity of free space | $\epsilon_{0}$ | farad/meter | $M^{-1} L^{-3} T^{2} Q^{2}$ |
| Phase constant | $\beta$ | radian/meter | $L^{-1}$ |
| Phase refractive index | $\mu$ | - - | - |
| Phase velocity | $v_{p}$ | meter/second | $L T^{-1}$ |
| Plasma frequency | $f_{N}$ | hertz | $T^{-1}$ |
| Polarization current density | $\mathrm{J}_{p}$ | ampere/square meter | $L^{-2} T^{-1} Q$ |
| Polarization surface charge density | $\rho_{p s}$ | coulomb/square meter | $L^{-2} Q$ |
| Polarization vector | $\mathbf{P}$ | coulomb/square meter | $L^{-2} Q$ |
| Polarization volume charge density | $\rho_{p}$ | coulomb/cubic meter | $L^{-3} Q$ |
| Polarizing electric field | $\mathbf{E}_{p}$ | volt/meter | $M L T^{-2} Q^{-1}$ |
| Position vector of field point | r | meter | $L$ |
| Position vector of source point | $\mathbf{r}^{\prime}$ | meter | $L$ |
| Power | $P$ | watt | $M L^{2} T^{-3}$ |
| Power density | $p$ | watt/square meter | $M T^{-3}$ |
| Power dissipation density | $p_{d}$ | watt/square meter | $M T^{-3}$ |
| Poynting vector | P | watt/square meter | $M T^{-3}$ |
| Propagation constant | $\bar{\gamma}$ | complex neper/meter | $L^{-1}$ |
| Propagation vector | $\beta$ | radian/meter | $L^{-1}$ |
| Quality factor | $Q$ | - | - |
| Radian frequency | $\omega$ | radian/second | $T^{-1}$ |
| Radiated power | $P_{\text {rad }}$ | watt | $M L^{2} T^{-3}$ |
| Radiation intensity | $U$ | watt/steradian | $M L^{2} T^{-3}$ |
| Radiation resistance | $R_{\text {rad }}$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Reactance | $X$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Reflection coefficient | $\Gamma$ | - | - |
| Relative permeability | $\mu_{r}$ | - | - |
| Relative permittivity | $\epsilon_{r}$ | - | - |
| Reluctance | R | ampere-turn/weber | $M^{-1} L^{-2} Q^{2}$ |
| Resistance | $R$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Resistance per unit length | $\mathfrak{R}$ | ohm/meter | $M L T^{-1} Q^{-2}$ |
| Skin depth | $\delta$ | meter | $L$ |
| Skin effect resistance | $R_{s}$ | ohm | $M L^{2} T^{-1} Q^{-2}$ |
| Skin effect resistance per unit length | $\mathcal{R}_{s}$ | ohm/meter | $M L T^{-1} Q^{-2}$ |
| Solid angle | $\Omega$ | steradian | - |
| Spherical coordinates | $\left\{\begin{array}{l}r, r_{s} \\ \theta \\ \phi\end{array}\right.$ | meter radian radian | $L$ |
| Surface | $S$ | square meter | $L^{2}$ |
| Surface charge density | $\rho_{s}$ | coulomb/square meter | $L^{-2} Q$ |
| Surface current density | $\mathbf{J}_{s}$ | ampere/meter | $L^{-1} T^{-1} Q$ |

TABLE A.1. Cont'd

| Quantity | Symbol |  | Unit | Dimensions |
| :--- | :--- | :--- | :--- | :--- |
| Susceptance | $B$ | mho | $M^{-1} L^{-2} T Q^{2}$ |  |
| Time | $t$ | second | $T$ |  |
| Unit normal vector | $\mathbf{i}_{N}, \mathbf{i}_{n}$ |  | - | - |
| Velocity of light in free space | $c$ | meter/second | $L T^{-1}$ |  |
| Voltage | $V$ | volt | $M L^{2} T^{-2} Q^{-1}$ |  |
| Voltage standing wave ratio | VSWR |  | - | - |
| Voltage transmission coefficient | $\tau_{\nu}$ |  | - |  |
| Volume | $V$ | cubic meter | $L^{3}$ |  |
| Volume charge density | $\rho$ | coulomb/cubic meter | $L^{-3} Q$ |  |
| Volume current density | $\mathbf{J}$ | ampere/square meter | $L^{-2} T^{-1} Q$ |  |
| Wavelength | $\lambda$ | meter | $L$ |  |
| Work | $W$ | joule | $M L^{2} T^{-2}$ |  |

We know that the dimension of $v$ is $L T^{-1}$. Hence, we have to show that the dimension of $1 / \sqrt{\mu_{0} \epsilon_{0}}$ is also $L T^{-1}$. To do this, we note from Coulomb's law that

$$
\epsilon_{0}=\frac{Q_{1} Q_{2}}{4 \pi F R^{2}}
$$

Hence, the dimension of $\epsilon_{0}$ is $Q^{2} /\left[\left(M L T^{-2}\right)\left(L^{2}\right)\right]$ or $M^{-1} L^{-3} T^{2} Q^{2}$. We note from Ampere's force law applied to two infinitesimal current elements parallel to each other and normal to the line joining them that

$$
\mu_{0}=\frac{4 \pi F R^{2}}{\left(I_{1} d l_{1}\right)\left(I_{2} d l_{2}\right)}
$$

Hence, the dimension of $\mu_{0}$ is $\left[\left(M L T^{-2}\right)\left(L^{2}\right)\right] /\left(Q T^{-1} L\right)^{2}$ or $M L Q^{-2}$. We now obtain the dimension of $1 / \sqrt{\mu_{0} \epsilon_{0}}$ as $1 / \sqrt{\left(M^{-1} L^{-3} T^{2} Q^{2}\right)\left(M L Q^{-2}\right)}$ or $L T^{-4}$, which is the same as the dimension of $v$. It should however be noted that the test for the equality of the dimensions of the two sides of a derived equation is not a sufficient test to establish the equality of the two sides since any dimensionless constants associated with the equation may be in error.

It is not always necessary to refer to the table of dimensions for checking the possible validity of a derived equation. For example, let us assume that we have derived the expression for the characteristic impedance of a transmission line, i.e., $\sqrt{\mathcal{L} / \mathrm{C}}$ and we wish to verify that $\sqrt{\mathcal{L} / \mathrm{C}}$ does indeed have the dimension of impedance. To do this, we write

$$
\sqrt{\frac{\mathscr{L}}{\mathfrak{C}}}=\sqrt{\frac{\omega \mathscr{L} 1}{\omega \mathfrak{C} 1}}=\sqrt{\frac{\omega L}{\omega C}}=\sqrt{(\omega L)\left(\frac{1}{\omega C}\right)}
$$

We now recognize from our knowledge of circuit theory that both $\omega L$ and $1 / \omega C$, being the reactances of $L$ and $C$, respectively, have the dimensions of impedance. Hence, we conclude that $\sqrt{\mathscr{L} / \mathrm{C}}$ has the dimension of $\sqrt{(\text { impedance })^{2}}$ or impedance.
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## ANSWERS TO ODD-NUMBERED PROBLEMS

## Chapter 1

1.1. (a) $4 \sqrt{3}$ units and directed $30^{\circ}$ south of east (b) 0.51764 units and directed $45^{\circ}$ north of east (c) 9.928 units and directed $30^{\circ}$ south of east (d) $-6 \sqrt{3}$ (e) 6 units and directed upwards (f) 0 (g) 0 (h) 2.784 (i) 1.607 units and directed upwards (j) 0 (k) 0 (l) 24 units and directed towards the north (m) 24 units and directed $30^{\circ}$ north of east
13. $C^{2}=A^{2}+B^{2}-2 A B \cos \theta$ where $\theta$ is the angle between $\mathbf{A}$ and $\mathbf{B}$.
1.5.
(c) $d \mathbf{l}=\sqrt{u^{2}+v^{2} d u} \mathbf{i}_{u}+\sqrt{\overline{u^{2}+v^{2}}} d v \mathbf{i}_{v}+d z \mathbf{i}_{z} \quad$ (d) $d v=\left(u^{2}+v^{2}\right) d u d v d z$
1.7.
(c) $\alpha=129.25^{\circ}, \Delta=29.38^{\circ}, S=38673 \mathrm{Km}$
(d) $208.97^{\circ}, 25.17^{\circ}$
1.15. $\quad\left(i_{x}+2 i_{y}+3 i_{z}\right) / \sqrt{14}$
1.17. (a) Surfaces of constant magnitudes, $T_{0}$, are ellipsoids with intercepts on the $x, y$, and $z$ axes at $\pm \sqrt{T_{0}}, \pm \sqrt{T_{0} / 4}$, and $\pm \sqrt{T_{0} / 9}$, respectively.
(b) Surfaces of constant magnitudes, $U_{0}$, are cylinders parallel to the $z$ axis, having radii equal to $1 / 2 U_{0}$ and with their axes passing through $x= \pm 1 / 2 U_{0}, y=0$.
(c) Surfaces of constant magnitudes, $V_{0}$, are toruses obtained by revolving, about the $z$ axis, circles in the $\phi=$ constant plane with centers at $r_{c}=1 / 2 V_{0}$ and $z=0$ and with radii equal to $1 / 2 V_{0}$.
1.19. $\mathrm{F}=-\left(m M G / r^{2}\right) \mathbf{i}_{r}$ in the spherical coordinate system having its origin at the center of the earth. Constant magnitude surfaces are spheres concentric with the earth. Direction lines are radial lines converging towards the center of the earth.
1.23. (a) $\mathbf{v}=a \mathbf{i}_{r}+a b t \mathbf{i}_{\phi}, \frac{d \mathbf{v}}{d t}=-a b^{2} t \mathbf{i}_{r}+2 a b \mathbf{i}_{\phi}$
(b) $\mathbf{v}=-\omega a \sin \omega t \mathbf{i}_{x}+\omega b \cos \omega t \mathbf{i}_{y}+c \mathbf{i}_{z}$ $\frac{d \mathbf{v}}{d t}=-\omega^{2} a \cos \omega t \mathbf{i}_{x}-\omega^{2} b \sin \omega t \mathbf{i}_{y}$
1.25. $\quad\left(i_{r}-\sqrt{3} i_{\phi}\right) / 2$
1.27. $\begin{array}{lllllccc}\text { Scalar function } & x & y & z & r_{c} & \phi & r_{s} & \theta \\ & \text { Gradient } & \mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} & \mathbf{i}_{r c} & \left(1 / r_{c}\right) \mathbf{i}_{\phi} & \mathbf{i}_{\mathbf{i}_{s}}\end{array}$
1.29. 6.983
1.31. (a) $1 / 720$
(b) $2 \pi a l$
(c) $\pi / 16$
1.33. (a) 0
(b) $a^{2} l / 2$
1.35. (a) $\pi / 2$
(b) $\pi / 2$
(c) $\pi / 2$
(d) $\pi / 2$
1.37. $-2 / 3$
1.39. $\left(e^{-1}-1\right) \pi / 2$
1.43. $\begin{array}{llllllll}\text { Unit vector } & \mathbf{i}_{x} & \mathbf{i}_{y} & \mathbf{i}_{z} & \mathbf{i}_{r c} & \mathbf{i}_{\phi} & \mathbf{i}_{r s} & \mathbf{i}_{\theta} \\ & \text { Divergence } & 0 & 0 & 0 & 1 / r_{c} & 0 & 2 / r_{s} \\ (\cot \theta) / r_{s}\end{array}$
1.49.
(a) $21 / 16$
(b) $1 / 2$
(c) 0 (d) 0
1.53.
(a) $-y \mathbf{i}_{x}-z \mathbf{i}_{y}-x \mathbf{i}_{z}$
(b) $-2 \mathbf{i}_{z}$
(c) $(2+2 \sin \phi) \mathbf{i}_{2}$
(d) 0 except for $z=0$
(e) $-\left(e^{-r} / r\right) \mathbf{i}_{\phi}$
1.63.
(a) $6 x y z^{2}+2 x^{3} y$
(b) 0
(c) $e^{-r} / r$
(d) $2\left(y z \mathbf{i}_{x}+z x \mathbf{i}_{y}+x y \mathbf{i}_{z}\right)$

## Chapter 2

2.1. $\quad-(m g / q) i_{r}, 55.7 \times 10^{-12} \mathrm{~N} / \mathrm{C}$
2.3. (b) $y_{L}=q E_{0} L^{2} / 2 m v_{0}^{2}, \mathbf{v}_{L}=v_{0} \mathbf{i}_{x}+\left(q E_{0} L / m v_{0}\right) \mathbf{i}_{y}$
(c) $y_{d}=\left(q E_{0} L / m v_{0}^{2}\right)[(L / 2)+d]$
2.5. $\quad Q^{2} / \epsilon_{0} l^{2} m g=4 \pi / \sqrt{6}$
2.7. (a) $6 Q d^{2} / 4 \pi \epsilon_{0} z^{4}$ away from the quadrupole
(b) $3 Q d^{2} / 4 \pi \epsilon_{0} r^{4}$ towards the quadrupole
2.9. (a) $E_{x}=0, E_{y}=0, E_{z}=\rho_{L 0} a z / 2 \epsilon_{0}\left(a^{2}+z^{2}\right)^{3 / 2}$
(b) $E_{x}=0, E_{y}=-\rho_{L 0} a^{2} / \pi \epsilon_{0}\left(a^{2}+z^{2}\right)^{3 / 2}, E_{z}=0$
(c) $E_{x}=-\rho_{L 0} a^{2} / 4 \epsilon_{0}\left(a^{2}+z^{2}\right)^{3 / 2}, E_{y}=0, E_{z}=0$
(d) $E_{x}=0, E_{y}=-\rho_{L 0} a^{2} / 4 \epsilon_{0}\left(a^{2}+z^{2}\right)^{3 / 2}, E_{z}=0$
2.11. (a) 0 for $|z|<a, \rho_{s 0} a^{2}|z| / \epsilon_{0} z^{3}$ for $|z|>a$
(b) $-\rho_{s 0} / 3 \epsilon_{0}$ for $|z|<a, 2 \rho_{s 0} a^{3} / 3 \epsilon_{0}\left|z^{3}\right|$ for $|z|>a$
2.13. $\left(\rho_{0} r / 2 \epsilon_{0}\right) \mathbf{i}_{r}$ for $r<a$, and $\left(\rho_{0} a^{2} / 2 \epsilon_{0} r\right) \mathbf{i}_{r}$ for $r>a$, where the axis of the cylindrical charge is the $z$ axis.
2.15. (a) $\mathbf{E}=\left(\rho_{L 0} d / 2 \pi \epsilon_{0} r^{2}\right)\left(\cos \phi \mathbf{i}_{r}+\sin \phi \mathbf{i}_{\phi}\right)$
(b) $x^{2}+(y-c / 2)^{2}=(c / 2)^{2}, z=$ constant; circles in planes normal to the $z$ axis, with centers at $x=0$ and $y= \pm c / 2$, and having radii $c / 2$.
2.17. $\quad \mathbf{E}=\frac{\rho_{L 0}}{4 \pi \epsilon_{0}}\left[\left(\frac{z+a}{\sqrt{(z+a)^{2}}} \overline{\overline{+r^{2}}}-\frac{z-a}{\sqrt{(z-a)^{2}+r^{2}}}\right) \mathbf{i}_{r}\right.$

$$
\left.+\left(\frac{r}{\sqrt{(z-a)^{2}+r^{2}}}-\frac{r}{\sqrt{(z+a)^{2}+r^{2}}}\right) \mathbf{i}_{2}\right]
$$

where the line charge is located along the $z$ axis between $z=-a$ and $z=a$.
Direction lines are given by
$\sqrt{(z+a)^{2}+r^{2}}-\sqrt{(z-a)^{2}+r^{2}}=$ constant
2.19.
(a) $\pi$
(b) $2 \pi / 3$
(c) $\pi / 6$
(d) $2 \pi$
(e) $\pi / 2$
(f) $\pi / 2$
2.21. $Q / 8 \epsilon_{0}$
2.23. (a) $\frac{\rho_{0} z}{\epsilon_{0}} \mathbf{i}_{z}$ for $|z|<a, \frac{\rho_{0} a|z|}{\epsilon_{0} z} \mathbf{i}_{z}$ for $|z|>a$
(b) $\frac{\rho_{0}}{\epsilon_{0}}(|z|-a) \mathbf{i}_{z}$ for $|z|<a, 0$ for $|z|>a$
(c) $\frac{z^{3}}{2 \epsilon_{0}|z|} \mathbf{i}_{z}$ for $|z|<a, \frac{a^{2}|z|}{2 \epsilon_{0} z} \mathbf{i}_{z}$ for $|z|>a$
(d) $\frac{z^{2}-a^{2}}{2 \epsilon_{0}} \mathbf{i}_{z}$ for $|z|<a, 0$ for $|z|>a$
(e) $\frac{1}{\epsilon_{0}}\left(a z-\frac{z^{3}}{2|z|}\right) \mathbf{i}_{z}$ for $|z|<a, \frac{a^{2} z}{2 \epsilon_{0}|z|} \mathbf{i}_{z}$ for $|z|>a$
2.25. (a) 0 for $r<a, \frac{\rho_{0}}{3 \epsilon_{0} r^{2}}\left(r^{3}-a^{3}\right) \mathbf{i}_{r}$ for $a<r<b, \frac{\rho_{0}}{3 \epsilon_{0} r^{2}}\left(b^{3}-a^{3}\right) \mathbf{i}_{r}$ for $r>b$
(b) $\frac{\rho_{0} r^{2}}{4 \epsilon_{0} a} \mathbf{i}_{r}$ for $r<a, \frac{\rho_{0} a^{3}}{4 \epsilon_{0} r^{2}} \mathbf{i}_{r}$ for $r>a$
(c) $\frac{\rho_{0}\left(5 a^{2} r^{3}-3 r^{5}\right)}{15 \epsilon_{0} a^{2} r^{2}} \mathbf{i}_{r}$ for $r<a, \frac{2 \rho_{0} a^{3}}{15 \epsilon_{0} r^{2}} \mathbf{i}_{r}$ for $r>a$
2.27. $\left(\rho_{0} / 2 \epsilon_{0}\right) \mathbf{c}$ where $\mathbf{c}$ is the vector drawn from the axis of the cylindrical surface of radius $a$ to the axis of the cylindrical surface of radius $b$.
2.31.
(a) $\rho_{s}= \begin{cases}(2 / 3) \rho_{s 0} & z=0 \\ (4 / 3) \rho_{s 0} & z=a\end{cases}$
(b) $\rho=e^{-r} / r$
(c) $\rho_{s}= \begin{cases}Q / 4 \pi a^{2} & r=a \\ -Q / 4 \pi b^{2} & r=b\end{cases}$
2.35. 1 unit of work done by the field.
2.39. $\frac{3 Q(\Delta x)(\Delta z)}{4 \pi \epsilon_{0} r^{3}} \sin \theta \cos \theta \cos \phi$
2.41. (a) $\frac{5 Q}{32 \pi \epsilon_{0} r}+\frac{Q(9 \sin \theta \cos \phi+3 \sin \theta \sin \phi)}{32 \pi \epsilon_{0} r^{2}}$
(b) $-\frac{3}{4 \pi \epsilon_{0} r}-\frac{\sin \theta \cos \phi+\sin \theta \sin \phi+\cos \theta}{\pi \epsilon_{0} r^{2}}$
(c) $\frac{Q(\sin \theta \cos \phi+\cos \theta)}{2 \pi \epsilon_{0} r^{2}}$ $+\frac{Q\left(3 \sin ^{2} \theta \cos ^{2} \phi+3 \cos ^{2} \theta+3 \sin \theta \cos \theta \cos \phi-2\right)}{4 \pi \epsilon_{0} r^{3}}$
2.43. (a) $\frac{\rho_{L 0}}{4 \pi \epsilon_{0}} \ln \frac{\sqrt{r^{2}+z_{0}^{2}}+z_{0}}{\sqrt{r^{2}+z_{0}^{2}}-z_{0}}$
(b) $\frac{1}{2 \pi \epsilon_{0}}\left(\sqrt{r^{2}+z^{2}}-r\right)$
(c) 0
2.45. (a) $\left(\rho_{s 0} / 2 \epsilon_{0}\right)\left(\left|z_{0}\right|-|z|\right)$
(b) $\left(\rho_{s 0} / 2 \epsilon_{0}\right)\left(\left|\sqrt{r_{0}^{2}+z^{2}}\right|-\left|\sqrt{r_{0}^{2}+z_{0}^{2}}\right|-|z|+\left|z_{0}\right|\right)$
(c) $\left(\rho_{s 0} / 2 \epsilon_{0}\right)\left(\left|\sqrt{r_{0}^{2}+z_{0}^{2}}\right|-\left|\sqrt{r_{0}^{2}+z^{2}}\right|\right)$
(d) 0
(e) 0
2.47. For the line charge lying along the $z$ axis between $z=-a$ and $z=a$, $V=\frac{\rho_{L 0}}{4 \pi \epsilon_{0}} \ln \frac{\sqrt{r^{2}+(z+a)^{2}}+(z+a)}{\sqrt{r^{2}+(z-a)^{2}}+(z-a)}$

Equipotential surfaces are given by
$\frac{(c-1)^{2}}{4 c}\left(\frac{r}{a}\right)^{2}+\frac{(c-1)^{2}}{(c+1)^{2}}\left(\frac{z}{a}\right)^{2}=1$
where $c$ is constant.
2.49. $\frac{\rho_{0}}{2 \epsilon_{0}}\left(a^{2}-\frac{r^{2}}{3}\right)$ for $r<a, \frac{\rho_{0} a^{3}}{3 \epsilon_{0} r}$ for $r>a$
2.51. (a) $\frac{\rho_{0}}{4 \epsilon_{0}}\left(a^{2}-r^{2}\right)$ for $r<a, \frac{\rho_{0} a^{2}}{2 \epsilon_{0}} \ln \frac{a}{r}$ for $r>a$
(b) 0 for $r<a, \frac{\rho_{0}}{2 \epsilon_{0}}\left(\frac{a^{2}-r^{2}}{2}-a^{2} \ln \frac{a}{r}\right)$ for $a<r<b$,

$$
\frac{\rho_{0}}{2 \epsilon^{0}}\left(\frac{a^{2}-b^{2}}{2}-a^{2} \ln \frac{a}{b}\right)+\frac{\rho_{0}\left(b^{2}-a^{2}\right)}{2 \epsilon_{0}} \ln \frac{b}{r} \text { for } r>b
$$

(c) $\frac{\rho_{0} a^{2}}{3 \epsilon_{0}} \ln \frac{a}{r}$ for $r<a, \frac{\rho_{0}}{9 \epsilon_{0} a}\left(a^{3}-r^{3}\right)$ for $r>a$
2.53.
(a) $\frac{\rho_{s 0} z}{\epsilon_{0}}$ for $|z|<a, \frac{\rho_{s 0} a|z|}{\epsilon_{0} z}$ for $|z|>a$
(b) $\frac{\rho_{s 0} a}{\epsilon_{0}} \ln \frac{b}{a}$ for $r<a, \frac{\rho_{s 0} a}{\epsilon_{0}} \ln \frac{b}{r}$ for $a<r<b, 0$ for $r>b$
(c) $\frac{\rho_{s 0}}{\epsilon_{0}} \frac{a^{2}}{-}\left(\frac{1}{a}-\frac{1}{b}\right)$ for $r<a, \frac{\rho_{50}}{\epsilon_{0}} \frac{a^{2}}{-}\left(\frac{1}{r}-\frac{1}{b}\right)$ for $a<r<b, 0$ for $r>b$
2.55.
(a) $\pi a^{2} \rho_{L 0} \mathbf{i}_{x}$ (b) 0 (c) $\left(\rho_{L 0} a^{2} / 2\right)\left(-\pi \mathbf{i}_{x}+2 \pi^{2} \mathbf{i}_{y}\right)$

Dipole moments for cases (a) and (b) about any point other than the origin are the same as the respective dipole moments about the origin.

## Chapter 3

3.1. $-\mathbf{i}_{x}$
3.3.
(b) $x_{L}=\frac{m v_{0}}{q B_{0}}\left[1-\sqrt{1-\left(\frac{q B_{0} L}{m v_{0}}\right)^{2}}\right]$

$$
\mathbf{v}_{L}=\frac{q B_{0} L}{m} \mathbf{i}_{x}+v_{0} \sqrt{1-\left(\frac{q B_{0} L}{m v_{0}}\right)^{2}} \mathbf{i}_{y}
$$

(c) $x_{d}=x_{L}+\frac{q B_{0} L d}{m v_{0}}\left[1-\left(\frac{q B_{0} L}{m v_{0}}\right)^{2}\right]^{-1 / 2}$
3.5. $m g / L B_{0}, 9800 \mathrm{amp}$ from west to east
3.9. $\quad \mathbf{F}_{21}=-\left(\mu_{0} / 4 \pi\right) I_{1} I_{2} d l_{1} d l_{2} \mathbf{i}_{z}, \mathbf{F}_{12}=\left(\mu_{0} / 4 \pi\right) I_{1} I_{2} d l_{1} d l_{2} \mathbf{i}_{z}$
$\mathbf{F}_{31}=\left(\mu_{0} / 12 \sqrt{3} \pi\right) I_{1} I_{2} d l_{1} d l_{3} \mathbf{i}_{y}, \mathbf{F}_{13}=\left(\mu_{0} / 12 \sqrt{3} \pi\right) I_{1} I_{2} d l_{1} d l_{3} \mathbf{i}_{x}$
$\mathbf{F}_{32}=\left(\mu_{0} / 8 \sqrt{2} \pi\right) I_{2}^{2} d l_{2} d l_{3} \mathbf{i}_{y}, \mathbf{F}_{23}=\left(\mu_{0} / 8 \sqrt{2} \pi\right) I_{2}^{2} d l_{2} d l_{3} \mathbf{i}_{x}$
3.11. $\frac{\mu_{0} I_{1} I_{2} a}{2 \pi}\left(\frac{1}{d}-\frac{1}{d+b}\right)$ towards the loop
$\frac{\mu_{0} I_{1} I_{2} a}{2 \pi}\left(\frac{1}{d}-\frac{1}{d+b}\right)$ towards the infinitely long wire
3.13. $\frac{d}{2} \sqrt{\frac{\pi W}{l L}}$
3.15. $\frac{\mu_{0} n I a^{2} \sin (2 \pi / n)}{4 \pi\left[(a \cos \pi / n)^{2}+z^{2}\right]\left(a^{2}+z^{2}\right)^{1 / 2}} \mathbf{i}_{z}$
3.17. (a) $\frac{\mu_{0} I a^{2}}{2}\left\{\frac{1}{\left[a^{2}+(z-b)^{2}\right]^{3 / 2}}+\frac{1}{\left[a^{2}+(z+b)^{2}\right]^{3 / 2}}\right\} \mathbf{i}_{z}$
3.19.
(a) $\frac{\mu_{0} n_{0} I}{2}\left[\ln \frac{a+\sqrt{a^{2}+z^{2}}}{|z|}-\frac{a}{\sqrt{a^{2}+z^{2}}}\right] \mathbf{i}_{z}$
(b) $\frac{\mu_{0} n_{0} I}{2}\left[\frac{1}{|z|}-\frac{1}{\sqrt{a^{2}+z^{2}}}\right] \mathbf{i}_{z}$
(c) $\frac{\mu_{0} n_{0} I a}{z^{2} \sqrt{a^{2}+z^{2}}} \mathbf{i}_{z}$
3.21. (a) $\left(\mu_{0} I d / 2 \pi r^{2}\right)\left(-\sin \phi \mathbf{i}_{r}+\cos \phi \mathbf{i}_{\phi}\right)$
(b) $(x-c / 2)^{2}+y^{2}=(c / 2)^{2}, z=$ constant; circles in planes normal to the $z$ axis, with centers at $y=0$ and $x= \pm c / 2$, and having radii $c / 2$.
3.23. (a) $3 \mu_{0} I a^{2} d / z^{4}$ away from the quadrupole
(b) $3 \mu_{0} I a^{2} d / 2 r^{4}$ towards the quadrupole
3.27.
(a) $\frac{\mu_{0} J_{0} r}{2} \mathbf{i}_{\phi}$ for $r<a, \frac{\mu_{0} J_{0} a^{2}}{2 r} \mathbf{i}_{\phi}$ for $r>a$
(b) 0 for $r<a, \frac{\mu_{0} J_{0}}{2 r}\left(r^{2}-a^{2}\right) \mathbf{i}_{\phi}$ for $a<r<b, \frac{\mu_{0} J_{0}}{2 r}\left(b^{2}-a^{2}\right) \mathbf{i}_{\phi}$ for $r>b$
(c) $\frac{\mu_{0} J_{0} a^{2}}{(n+2) r}\left(\frac{r}{a}\right)^{n+2}$ for $r<a, \frac{\mu_{0} J_{0} a^{2}}{(n+2) r}$ for $r>a$
3.29. (a) $-\mu_{0} J_{0} y \mathbf{i}_{x}$ for $|y|<a$, $-\left(\mu_{0} J_{0} a|y| / y\right) \mathbf{i}_{x}$ for $|y|>a$
(b) $\mu_{0} J_{0}(|y|-a) \mathbf{i}_{x}$ for $|y|<a, 0$ for $|y|>a$
(c) $-\left(\mu_{0} y^{3} / 2|y|\right) \mathbf{i}_{x}$ for $|y|<a,-\left(\mu_{0} a^{2}|y| / 2 y\right) \mathbf{i}_{x}$ for $|y|>a$
(d) $\left[\mu_{0}\left(a^{2}-y^{2}\right) / 2\right] \mathrm{i}_{x}$ for $|y|<a, 0$ for $|y|>a$
(e) $-\mu_{0}\left[a y-\left(y^{3} / 2|y|\right)\right] \mathbf{i}_{x}$ for $|y|<a$, $-\left(\mu_{0} a^{2}|y| / 2 y\right) \mathbf{i}_{x}$ for $|y|>a$
3.31. (a) $\mu_{0} J_{s 0} \mathbf{i}_{x}$ for $|y|<a, 0$ for $|y|>a$
(b) 0 for $r<a$, $\left(\mu_{0} J_{s o} a / r\right) \mathbf{i}_{\phi}$ for $r>a$
(c) 0 for $r<a$, $\left(\mu_{0} J_{s 0} a / r\right) \mathbf{i}_{\phi}$ for $a<r<b, 0$ for $r>b$
3.33. 0 inside the sphere, $-\left(\mu_{0} I / 2 \pi r_{c}\right) i_{\phi}$ outside the sphere
3.37. (a) $\frac{2}{3} J_{s 0} \mathbf{i}_{z}$ for $y=0, \frac{4}{3} J_{s 0} \mathbf{i}_{z}$ for $y=a$
(b) $3 J_{0} r \mathbf{i}_{z}$ for $r<a, 0$ for $a<r<b,-\left(J_{0} a^{3} / b\right) \mathbf{i}_{z}$ for $r=b, 0$ for $r>b$
(c) $\frac{3}{2} J_{s 0} \sin \theta \mathbf{i}_{\phi}$ for $r=a$
3.41. $\quad \mathbf{A}=\frac{\mu_{0} I}{4 \pi} \ln \left[\frac{\sqrt{r^{2}+(z+a)^{2}}+(z+a)}{\sqrt{r^{2}+(z-a)^{2}}+(z-a)}\right] \mathbf{i}_{z}$
$\mathbf{B}=\frac{\mu_{0} I}{4 \pi r}\left[\frac{z+a}{\sqrt{r^{2}+(z+a)^{2}}}-\frac{z-a}{\sqrt{r^{2}+(z-a)^{2}}}\right] \mathbf{i}_{\phi}$
3.43. $\quad \mathbf{A}=\frac{\mu_{0} \pi \pi a^{2} \sin \theta}{4 \pi r^{2}} \mathbf{i}_{\phi}$
$\mathbf{B}=\frac{\mu_{0} I \pi a^{2}}{4 \pi r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right)$
3.45. (a) $-\frac{\mu_{0} J_{0} y^{2}}{2} \mathbf{i}_{z}$ for $|y|<a,\left[-\frac{\mu_{0} J_{0} a^{2}}{2}-\mu_{0} J_{0} a(|y|-a)\right] \mathbf{i}_{z}$ for $|y|>a$
(b) $\mu_{0} J_{0}\left(a y-\frac{y^{3}}{2|y|}\right) \mathbf{i}_{z}$ for $|y|<a, \frac{\mu_{0} J_{0} a^{2} y}{2|y|} \mathbf{i}_{z}$ for $|y|>a$
(c) $-\frac{\mu_{0}\left|y^{3}\right|}{6} \mathbf{i}_{z}$ for $|y|<a, \frac{\mu_{0}\left(2 a^{3}-3 a^{2}|y|\right)}{6} \mathbf{i}_{z}$ for $|y|>a$
(d) $\frac{\mu_{0}\left(3 a^{2} y-y^{3}\right)}{6} \mathbf{i}_{z}$ for $|y|<a, \frac{\mu_{0} a^{3} y}{3|y|} \mathbf{i}_{z}$ for $|y|>a$
(e) $\frac{\mu_{0}\left(\left|y^{3}\right|-3 a y^{2}\right)}{6} \mathbf{i}_{z}$ for $|y|<a, \frac{\mu_{0}\left(a^{3}-3 a^{2}|y|\right)}{6} \mathbf{i}_{z}$ for $|y|>a$
3.47. (a) $\mu_{0} J_{s 0} y \mathbf{i}_{z}$ for $|y|<a,\left(\mu_{0} J_{s 0}|y| \mid y\right) \mathbf{i}_{z}$ for $|y|>a$
(b) $\mu_{0} J_{s 0} a \ln \frac{b}{a}$ for $r<a, \mu_{0} J_{s 0} a \ln \frac{b}{r}$ for $a<r<b, 0$ for $r>b$
3.49. (a) $\mathbf{m}=\left(\pi n_{0} I a^{3} / 3\right) \mathbf{i}_{z} \quad \mathbf{A}=\left(\mu_{0} n_{0} I a^{3} / 12 r^{2}\right) \sin \theta \mathbf{i}_{\phi}$
(b) $\mathbf{m}=\left(\pi n_{0} I a^{2} / 2\right) \mathbf{i}_{z} \quad \mathbf{A}=\left(\mu_{0} n_{0} I a^{2} / 8 r^{2}\right) \sin \theta \mathbf{i}_{\phi}$
(c) $\mathbf{m}=\pi n_{0} I a i_{z}$
$\mathbf{A}=\left(\mu_{0} n_{0} I a / 4 r^{2}\right) \sin \theta \mathbf{i}_{\phi}$
3.51. $\left(\mu_{0} \rho_{0} \omega_{0} a^{5} / 15 r^{2}\right) \sin \theta \mathbf{i}_{\phi}$
3.53. $\left[x-\frac{d}{2}\left(\frac{c^{2}+1}{c^{2}-1}\right)\right]^{2}+y^{2}=\left(\frac{d c}{c^{2}-1}\right)^{2}$ where $c$ is constant, $z=0$
3.57. (a) Group (a) (b) Group (d) (c) Group (c) (d) Group (b) (e) Group (c)

## Chapter 4

4.1. $\quad \mathbf{E}=\mathbf{i}_{x}+\mathbf{i}_{y}, \mathbf{B}=\mathbf{i}_{z}$
4.3. $x=\frac{E_{0}}{\omega_{c} B_{0}}\left(\omega_{c} t-\sin \omega_{c} t\right)+\frac{v_{0}}{\omega_{c}}\left(1-\cos \omega_{c} t\right)$
$y=\frac{E_{0}}{\omega_{c} B_{0}}\left(1-\cos \omega_{c} t\right)+\frac{v_{0}}{\omega_{c}} \sin \omega_{c} t$
$z=0$
4.5. $\quad x=\frac{q E_{0}}{m} \frac{\omega_{c}}{\omega_{c}^{2}-\omega^{2}}\left(\frac{\sin \omega t}{\omega}-\frac{\sin \omega_{c} t}{\omega_{c}}\right)$
$y=\frac{E_{0}}{B_{0}} \frac{\omega_{c}}{\omega_{c}^{2}-\omega^{2}}\left(\cos \omega t-\cos \omega_{c} t\right)$
$z=0$
4.7. $\quad B_{0} v_{0} a b / y(y+a)$
4.9. $\left(B_{0} b \omega \ln \frac{y+a}{y}\right) \sin \omega t+\frac{B_{0} v_{0} a b}{y(y+a)} \cos \omega t$
4.11. $\omega a B_{0} \mathbf{i}_{r}$
4.15. $\quad \frac{\mu_{0} I}{2}\left(\frac{z+d}{\sqrt{a^{2}+(z+d)^{2}}}-\frac{z-d}{\sqrt{a^{2}+(z-\bar{d})^{2}}}\right)$
4.17. $\frac{\mu_{0} I}{2}\left(\frac{z-a}{\sqrt{r^{2}+(z-a)^{2}}}-\frac{z+a}{\sqrt{r^{2}+(z+a)^{2}}}\right)$ for $C$ outside the sphere $\frac{\mu_{0} I}{2}\left(2+\frac{z-a}{\sqrt{r^{2}+(z-a)^{2}}}-\frac{z+a}{\sqrt{r^{2}+(z+a)^{2}}}\right)$ for $C$ outside the sphere
4.19. $\quad(7 / 8) \mu_{0} I$
4.21. $1.0606 \mu_{0}$
4.23. The magnetic field due to the moving charge is given by
$\mathbf{B}=\frac{\mu_{0} Q_{0} v_{0}}{4 \pi} \frac{r}{\left[r^{2}+\left(v_{0} t-z\right)^{2}\right]^{3 / 2}} \mathbf{i}_{\phi}$
at an arbitrary point $(r, \phi, z)$.
4.25. $\quad 0.1471 / \epsilon_{0} \mathrm{~N}-\mathrm{m}$
4.27. (a) $\frac{2 \pi \rho_{0}^{2}}{15 \epsilon_{0}}\left(2 b^{5}+3 a^{5}-5 a^{3} b^{2}\right) \mathrm{N}-\mathrm{m}$
(b) $\frac{\pi \rho_{0}^{2} a^{5}}{7 \epsilon_{0}} \mathrm{~N}-\mathrm{m}$
4.31.
(a) $\frac{\mu_{0} I_{0}^{2}}{4 \pi}\left[\frac{c^{4}}{\left(c^{2}-b^{2}\right)^{2}} \ln \frac{c}{b}+\ln \frac{b}{a}-\frac{c^{2}}{2\left(c^{2}-b^{2}\right)}\right]$
(b) $\frac{\pi \mu_{0} J_{0}^{2}}{9}\left(a^{4} \ln \frac{b}{a}+\frac{a^{4}}{6}\right)$
4.33. The energies associated with the current distributions of Problem 4.32 are
(a) $\mu_{0} J_{s 0}^{2} a$
(b) $2 \mu_{0} / 15$
4.35. $\quad \pi \mu_{0}\left(I_{1}^{2} \ln c / a+2 I_{1} I_{2} \ln c / b+I_{2}^{2} \ln c / b\right)$
4.37. $\left(V_{0} I_{0} / 4\right) \sin 2 \beta z$
4.39. $\frac{8 \pi \beta E_{0}^{2}}{15 \mu_{0} \omega} \cos ^{2}(\omega t-\beta r)$
4.41. $\quad 4 \cos \left(2 t-96.87^{\circ}\right)$
4.43. (a) $\bar{E}_{x}=2 \not 135^{\circ}, \bar{E}_{y}=2225^{\circ}$
(b) The magnitude of the field vector is constant and equal to 2 units. The angle which the vector makes with the $x$ axis varies as $\left(-\omega t+135^{\circ}\right)$ with time. Hence, the field is circularly polarized.
(a) $\sqrt{3} x-2 y-3 z=$ constant.
(c) The direction of polarization makes an angle of $25.67^{\circ}$ with its projection, on to the $x y$ plane, which makes an angle of $73.9^{\circ}$ with the $x$ axis.
4.47. (a) $\sqrt{3} x+3 y+2 z=$ constant.
(c) $\mathrm{B}=\frac{0.04 \pi}{\omega}\left[(-1+j 2 \sqrt{3}) \mathbf{i}_{x}+(-\sqrt{3}-j 2) \mathbf{i}_{y}+2 \sqrt{3} \mathbf{i}_{z}\right] e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)}$ The field is left circularly polarized.
4.49. $2 \epsilon_{0}$

## Chapter 5

5.3. $-50 \epsilon_{0} y$ for $x=0, y>0 ;-50 \epsilon_{0} x$ for $y=0, x>0$;
$\left(50 \epsilon_{0} / x\right) \sqrt{x^{4}+4}$ for $x y=2$
5.7. 0 for $r=a, \rho_{L 1} / 2 \pi b$ for $r=b,-\rho_{L 1} / 2 \pi c$ for $r=c$, and $\left(\rho_{L 1}+\rho_{L 2}\right) / 2 \pi d$ for $r=d$
5.11. (c) $3 \epsilon_{0} E_{0} \cos \theta$
(d) $\mathbf{E}_{a}=E_{0} \mathbf{i}_{z}$
$\mathbf{E}_{s}=\left\{\begin{array}{l}-E_{0}\left(\cos \theta \mathbf{i}_{r}-\sin \theta \mathbf{i}_{\theta}\right) \text { for } r<a \\ \frac{E_{0} a^{3}}{r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \text { for } r>a\end{array}\right.$
5.17.
(b) $\frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r}$ for $r<a, \frac{Q}{4 \pi \epsilon_{0}\left(1+\chi_{\epsilon 0}\right) r^{2}} \mathbf{i}_{r}$ for $a<r<b, \frac{Q}{4 \pi \epsilon_{0} r^{2}} \mathbf{i}_{r}$ for $r>b$
5.19.
(b) $\mathbf{E}_{a}=E_{0}\left(\cos \theta \mathbf{i}_{r}-\sin \theta \mathbf{i}_{\theta}\right)$
$\mathbf{E}_{s}=\left\{\begin{array}{l}-\frac{\chi_{e 0}}{3+\chi_{e 0}} E_{0}\left(\cos \theta \mathbf{i}_{r}-\sin \theta \mathbf{i}_{\theta}\right) \text { for } r<a \\ \frac{\chi_{e 0}}{3+\chi_{e 0}} \frac{E_{0} a^{3}}{r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \text { for } r>a\end{array}\right.$
(d) $\frac{3 \chi_{e 0}}{3+\chi_{e 0}} \epsilon_{0} E_{0} \cos \theta$
5.21.
(a) $\rho_{s 0} d / \epsilon_{0}$
(b) $\rho_{s o} d / 4 \epsilon_{0}$
(c) $\rho_{s 0}(d+t) / 4 \epsilon_{0}$
(d) $\frac{\rho_{s 0} d}{\epsilon_{2}-\epsilon_{1}} \ln \frac{\epsilon_{2}}{\epsilon_{1}}$
5.23.
(a) $\epsilon_{0} E_{0} \mathrm{i}_{z}$
(b) $\epsilon_{0} E_{0} \mathbf{i}_{z}$
(c) $\frac{E_{0}}{4}\left(1+\frac{z}{d}\right)^{2} \mathbf{i}_{z}$
(d) $\epsilon_{0} E_{0}\left[1-\frac{1}{4}\left(1+\frac{z}{d}\right)^{2}\right] \mathbf{i}_{z}$
(e) $-\frac{3}{4} \epsilon_{0} E_{0}$ for $z=0,0$ for $z=d$
(f) $\frac{\epsilon_{0} E_{0}}{2 d}\left(1+\frac{z}{d}\right)$
5.29.
(b) $\frac{\mu_{0} I}{2 \pi r} \mathbf{i}_{\phi}$ for $r<a, \mu_{0}\left(1+\chi_{m 0}\right) \frac{I}{2 \pi r} \mathbf{i}_{\phi}$ for $a<r<b, \frac{\mu_{0} I}{2 \pi r} \mathbf{i}_{\phi}$ for $r>b$
5.31. (b) $\mathbf{B}_{a}=B_{0}\left(\cos \theta \mathrm{i}_{r}-\sin \theta \mathrm{i}_{\theta}\right)$

$$
\mathbf{B}_{s}=\left\{\begin{array}{l}
\frac{2 \chi_{m 0}}{3+\chi_{m 0}} B_{0}\left(\cos \theta \mathbf{i}_{r}-\sin \theta \mathbf{i}_{\theta}\right) \text { for } r<a \\
\frac{\chi_{m 0}}{3+\chi_{m 0}} \frac{B_{0} a^{3}}{r^{3}}\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) \text { for } r>a
\end{array}\right.
$$

(d) $\frac{3 \chi_{m 0}}{3+\chi_{m 0}} \frac{B_{0}}{\mu_{0}} \sin \theta \mathbf{i}_{\phi}$.
5.33.
(a) $\mu_{0} J_{s 0} d$
(b) $4 \mu_{0} J_{s 0} d$
(c) $\mu_{0} J_{s 0}(4 d-2 t)$
(d) $\left[\left(\mu_{1}+\mu_{2}\right) / 2\right] J_{s 0} d$
5.35.
(a) $\left(B_{0} / \mu_{0}\right) \mathbf{i}_{y}$
(b) $\left(B_{0} / \mu_{0}\right) \mathbf{i}_{y}$
(c) $\left(1+\frac{z}{d}\right)^{2} B_{0} \mathbf{i}_{y}$
(d) $\left[\left(1+\frac{z}{d}\right)^{2}-1\right] \frac{B_{0}}{\mu_{0}} \mathbf{i}_{y}$
(e) 0 for $z=0,\left(3 B_{0} / \mu_{0}\right) \mathbf{i}_{x}$ for $z=d$
(f) $-2\left(1+\frac{z}{d}\right) \frac{B_{0}}{\mu_{0} d} \mathbf{i}_{x}$
5.37. $\mu_{r}=k H, \mu_{i r}=2 k H, \chi_{m}=k H-1, \mathbf{M}=(k H-1) \mathbf{H}$
5.39.
(a) $\rho_{s 0}^{2} d / 2 \epsilon_{0}$
(b) $\rho_{s 0}^{2} d / 8 \epsilon_{0}$
5.41. (a) $\mu_{0} J_{s 0}^{2} d / 2$
(b) $2 \mu_{0} J_{s 0}^{2} d$
5.43. $\frac{2}{3 \sqrt{k \mu_{0}}} B_{0}^{3 / 2}$
5.47. $\quad B_{0}\left(5 \mathbf{i}_{x}+4 \mathbf{i}_{y}+5 \mathbf{i}_{z}\right) \mathrm{Wb} / \mathrm{m}^{2}$
5.49. (a) $\mathrm{H}_{1}=\sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\left[E_{i} \cos \omega\left(t-\sqrt{\mu_{0} \epsilon_{0}} z\right)-E_{r} \cos \omega\left(t+\sqrt{\mu_{0} \epsilon_{0}} z\right)\right] \mathrm{i}_{y}$

$$
\mathbf{H}_{2}=2 \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} E_{t} \cos \omega\left(t-2 \sqrt{\mu_{0} \epsilon_{0}} z\right) \mathbf{i}_{y}
$$

(b) $\frac{E_{r}}{E_{i}}=-\frac{1}{3} \quad \frac{E_{t}}{E_{i}}=\frac{2}{3}$

## Chapter 6

6.1. (a) $\frac{3 a^{2} z-z^{3}}{6 \epsilon}$ for $|z|<a, \frac{a^{3}|z|}{3 \epsilon z}$ for $|z|>a$
(b) $\frac{\rho_{0}}{4 \epsilon}\left(a^{2}-r^{2}\right)$ for $r<a,-\frac{\rho_{0} a^{2}}{2 \epsilon} \ln \frac{r}{a}$ for $r>a$
(c) $\frac{\rho_{0}}{2 \epsilon}\left(b^{2}-a^{2}\right)$ for $r<a,-\frac{\rho_{0}}{6 \epsilon}\left(r^{2}+\frac{2 a^{3}}{r}-3 b^{2}\right)$ for $a<r<b$,

$$
\frac{\rho_{0}}{3 \epsilon r}\left(b^{3}-a^{3}\right) \text { for } r>b
$$

(d) $-\frac{\rho_{0}}{\epsilon}\left(\frac{r^{2}}{6}-\frac{r^{4}}{20 a^{2}}-\frac{a^{2}}{4}\right)$ for $r<a, \frac{2 \rho_{0} a^{3}}{15 \epsilon r}$ for $r>a$
6.5. $V=\frac{V_{0}}{\ln \epsilon_{2} / \epsilon_{1}} \ln \frac{\epsilon_{1} d+\left(\epsilon_{2}-\epsilon_{1}\right) x}{\epsilon_{1} d}$

$$
\mathbf{E}=-\frac{V_{0}}{\ln \epsilon_{2} / \epsilon_{1}} \frac{\epsilon_{2}-\epsilon_{1}}{\epsilon_{1} d+\left(\epsilon_{2}-\epsilon_{1}\right) x} \mathbf{i}_{x}
$$

6.7. (a) $\rho_{s}=\epsilon M_{0} \cos \theta$ for $r=a$
(b) $\mathrm{E}= \begin{cases}-\left(M_{0} / 3\right) \mathbf{i}_{z} & \text { for } r<a \\ \left(M_{0} a^{3} / 3 r^{3}\right)\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{0}\right) & \text { for }\end{cases}$
(c) $\mathbf{H}= \begin{cases}-\left(M_{0} / 3\right) \mathbf{i}_{2} & \text { for } r>a \\ \left(M_{0} a^{3} / 3 r^{3}\right)\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) & \text { for } r<a\end{cases}$
for $r>a$

$$
\mathbf{B}= \begin{cases}\left(2 \mu_{0} M_{0} / 3\right) \mathbf{i}_{2} & \text { for } r<a \\ \left(\mu_{0} M_{0} a^{3} / 3 r^{3}\right)\left(2 \cos \theta \mathbf{i}_{r}+\sin \theta \mathbf{i}_{\theta}\right) & \text { for } r>a\end{cases}
$$

6.9. $V=V_{1} \frac{\sinh (\pi x / b)}{\sinh (\pi a / b)} \sin (\pi y / b)+V_{2} \frac{\sinh (3 \pi x / b)}{\sinh (3 \pi a / b)} \sin (3 \pi y / b)$

$$
V=\frac{3 V_{1}}{4} \frac{\sinh (\pi x / b)}{\sinh (\pi a / b)} \sin (\pi y / b)-\frac{V_{1}}{4} \frac{\sinh (3 \pi x / b)}{\sinh (3 \pi a / b)} \sin (3 \pi y / b)
$$

6.11.

$$
\text { (a) } \begin{aligned}
V= & \sum_{n=1,3,5, \ldots,}^{\infty} \frac{4 V_{0}}{n \pi} \frac{\sinh [n \pi(x-a / 2) / b]}{\sinh (n \pi a / 2 b)} \sin (n \pi y / b) \\
\mathbf{J}_{c}= & -\frac{4 V_{0} \sigma_{0}}{b} \sum_{n=1,3,5, \ldots}^{\infty} \frac{1}{\sinh (n \pi a / 2 b)} \\
& \times\left[\cosh \frac{n \pi}{b}\left(x-\frac{a}{2}\right) \sin \frac{n \pi y}{b} \mathbf{i}_{x}+\sinh \frac{n \pi}{b}\left(x-\frac{a}{2}\right) \cos \frac{n \pi y}{b} \mathbf{i}_{y}\right]
\end{aligned}
$$

(b) $V=\sum_{n=1,3,5, \ldots}^{\infty} \frac{4 V_{0}}{n \pi} \frac{\cosh [n \pi(x-a / 2) / b]}{\cosh (n \pi a / 2 b)} \sin (n \pi y / b)$ $\mathrm{J}_{c}=-\frac{4 V_{0} \sigma_{0}}{b} \sum_{n=1,3,5, \ldots}^{\infty} \frac{1}{\cosh (n \pi a / 2 b)}$
$\times\left[\sinh \frac{n \pi}{b}\left(x-\frac{a}{2}\right) \sin \frac{n \pi y}{b} \mathbf{i}_{x}+\cosh \frac{n \pi}{b}\left(x-\frac{a}{2}\right) \cos \frac{n \pi y}{b} \mathbf{i}_{y}\right]$
(c) $V=\sum_{n=1,3,5, \ldots}^{\infty}\left[\frac{4 V_{1}}{n \pi} \frac{\sinh (n \pi x / b)}{\sinh (n \pi a / b)} \sin (n \pi y / b)+\frac{4 V_{2}}{n \pi} \frac{\sinh (n \pi y / a)}{\sinh (n \pi b / a)} \cos (n \pi x / a)\right]$

$$
\begin{aligned}
\mathbf{J}_{c}= & -\sigma_{0} \sum_{n=1,3,5, \ldots}^{\infty} \\
& \left\{\left[\frac{4 V_{1}}{b} \frac{\cosh (n \pi x / b)}{\sinh (n \pi a / b)} \sin (n \pi y / b)+\frac{4 V_{2}}{a} \frac{\sinh (n \pi y / a)}{\sinh (n \pi b / a)} \cos (n \pi x / a)\right] \mathbf{i}_{x}\right. \\
& \left.+\left[\frac{4 V_{1}}{b} \frac{\sinh (n \pi x / b)}{\sinh (n \pi a / b)} \cos (n \pi y / b)+\frac{4 V_{2}}{b} \frac{\cosh (n \pi y / a)}{\sinh (n \pi b / a)} \sin (n \pi x / a)\right] \mathbf{i}_{y}\right\}
\end{aligned}
$$

6.13. The image charge is an infinitely long line charge of uniform density $-\rho_{L 0} \mathrm{C} / \mathrm{m}$ situated parallel to the actual line charge and at a distance $d$ from the grounded conductor on the side opposite to that of the actual line charge.
6.17. (a) $-\frac{\epsilon_{2} V_{0}}{\epsilon_{2} t+\epsilon_{1}(d-t)} \mathbf{i}_{x}$ for $0<x<t,-\frac{\epsilon_{1} V_{0}}{\epsilon_{2} t+\epsilon_{1}(d-t)} \mathbf{i}_{x}$ for $t<x<d$
(b) $-\frac{\epsilon_{1} \epsilon_{2} V_{0}}{\epsilon_{2} t+\epsilon_{1}(d-t)}$ for $x=0, \frac{\epsilon_{1} \epsilon_{2} V_{0}}{\epsilon_{2} t+\epsilon_{1}(d-t)}$ for $x=d$
6.21. $\mu / 12 \pi$
6.23. $\quad \pi a^{2} \mu N^{2}$
6.25. $\pi a^{2} \mu N_{1} N_{2}$
6.27. 1257
6.31. For $f$ slightly larger than $1 / 2 \pi l \sqrt{\mu \epsilon}$, the input behaviour of the structure is equivalent to a series combination of $C=\epsilon w / / d$ and $\frac{1}{3} L$ where $L \doteq \mu d / / w$. For still higher frequencies, the input behaviour of the structure is equivalent to $C$ in series with the parallel combination of $\frac{1}{3} L$ and $\frac{1}{5} C$.
6.33.
(a) $-480 \pi^{2} \times 10^{-7} \sin 300 \pi t$ volts
(b) 0 volts
6.39. (a) For the region $r<(a-b), \mathbf{E}=0$ for all $t$.

For the region $(a-b)<r<(a+b)$,
$\mathbf{E}$ is zero for $\cos 2 \pi t>(r-a) / b$ and $\left(Q / 4 \pi \epsilon_{0} r^{2}\right) \mathbf{i}_{r}$ for $\cos 2 \pi t<(r-a) / b$.
For the region $r>(a+b), \mathbf{E}=\left(Q / 4 \pi \epsilon_{0} r^{2}\right) \mathbf{i}_{r}$ for all $t$.
(b) No wave propagation
6.41. (a) $10 \cos 2 \pi \times 10^{7} t, 10 \sin 2 \pi \times 10^{7} t, 10^{7} \mathrm{~Hz}$
(b) $10 \cos 0.1 \pi z, 10 \sin 0.1 \pi z, 20 \mathrm{~m}$
(c) $2 \times 10^{8} \mathrm{~m} / \mathrm{sec}$
(d) $\frac{1}{8 \pi} \cos \left(2 \pi \times 10^{7} t-0.1 \pi z\right)$
6.43. (a) The given $\overline{\mathbf{E}}$ represents the electric field of a uniform plane wave
(b) Direction of propagation is along the unit vector $\frac{1}{4}\left(\sqrt{3} \mathbf{i}_{x}+3 \mathbf{i}_{y}+2 \mathbf{i}_{z}\right)$.
$\lambda=25 \mathrm{~m}$
$f=12 \mathrm{MHz}$
$\lambda_{x}=57.7 \mathrm{~m}, \lambda_{y}=33.3 \mathrm{~m}, \lambda_{z}=50 \mathrm{~m}$
$v_{p x}=6.928 \times 10^{8} \mathrm{~m} / \mathrm{sec}, v_{p y}=4 \times 10^{8} \mathrm{~m} / \mathrm{sec}, v_{p z}=6 \times 10^{8} \mathrm{~m} / \mathrm{sec}$
The polarization is left circular

$$
\overline{\mathbf{H}}=\frac{1}{240 \pi}\left[(-1+j 2 \sqrt{3}) \mathbf{i}_{x}+(-\sqrt{3}-j 2) \mathbf{i}_{y}+2 \sqrt{3} \mathbf{i}_{z}\right] e^{-j 0.02 \pi(\sqrt{3} x+3 y+2 z)}
$$

6.47.

$$
\begin{aligned}
& \text { (a) }\left[E_{x}\right]_{t=0.015}= \begin{cases}2 / 3 & -1.5<z<0.75 \\
0 & \text { otherwise }\end{cases} \\
& {\left[E_{x}\right]_{t=0.035}= \begin{cases}-1 / 3 & -7.5<z<4.5 \\
-8 / 45 & -1.5<z<0.75 \\
8 / 15 & 2<z<3 \\
0 & \text { otherwise }\end{cases} } \\
& \text { (b) } \eta_{0}\left[H_{y}\right]_{z=-3}=\left\{\begin{array}{lr}
1 & 0<t<0.01 \\
1 / 3 & 0.02<t<0.03 \\
8 / 45 & 0.04<t<0.05 \\
-8 / 675 & 0.06<t<0.07 \\
8 / 1025 & 0.08<t<0.09 \\
\ldots &
\end{array}\right. \\
& \eta_{0}\left[H_{y}\right]_{z=2.5}= \begin{cases}24 / 15 & 0.03<t<0.04 \\
-8 / 75 & 0.05<t<0.06 \\
8 / 1125 & 0.07<t<0.08 \\
\ldots & \end{cases} \\
& \eta_{0}\left[H_{y}\right]_{t=0.035}= \begin{cases}4 / 3 & -1.5<z<0.75 \\
0 & \text { otherwise }\end{cases} \\
& \eta_{0}\left[H_{y}\right]_{t=0.035}=\left\{\begin{array}{lc}
1 / 3 & -7.5<z<4.5 \\
8 / 45 & -1.5<z<0.75 \\
24 / 15 & 2<z<3 \\
0 & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

$E_{x}$ in volts $/ \mathrm{m}, H_{y}$ in amps $/ \mathrm{m}, t$ in $\mu \mathrm{sec}$, and $z$ in m .
6.51. $V(0, t)=0$
$V(\lambda / 8, t)=-\sqrt{2}\left|\bar{V}^{+}\right| \sin \omega t$
$V(\lambda / 4, t)=-2\left|\bar{V}_{+}\right| \sin \omega t$
$I(0, t)=2\left(\left|\bar{V}^{+}\right| \mid Z_{0}\right) \cos \omega t$
$I(\lambda / 8, t)=\sqrt{2}\left(\left|\bar{V}^{+}\right| / Z_{0}\right) \cos \omega t$ $I(\lambda / 4, t)=0$

$$
\begin{array}{ll}
V(3 \lambda / 8, t)=-\sqrt{2}\left|\bar{V}^{+}\right| \sin \omega t & I(3 \lambda / 8, t)=-\sqrt{2}\left(\left|\bar{V}^{+}\right| / Z_{0}\right) \cos \omega t \\
V(\lambda / 2, t)=0 & I(\lambda / 2, t)=-2\left(\left|\bar{V}^{+}\right| \mid Z_{0}\right) \cos \omega t
\end{array}
$$

6.53.
(a) $\infty,|\bar{V}(d)|=10 \sin (\pi d / 2 l),|\bar{I}(d)|=0.2 \cos (\pi d / 2 l)$
(b) $0,|\bar{V}(d)|=2.5 \sin (\pi d l l),|\bar{I}(d)|=0.05|\cos (\pi d / l)|$
(c)

| $d$ | 0 | $l / 2$ | $l$ |
| :---: | :---: | :---: | :---: |
| Voltage, volts | 0 | 5.303 | 7.07 |
| Current, amps | 0.1458 | 0.1 | 0.03535 |

6.57. No standing waves in medium 3.

In medium 2, standing wave ratio is 1.5 . Standing wave patterns consist of minima for $\left|\bar{E}_{x}\right|$ and maxima for $\left|\bar{H}_{y}\right|$ at either end of medium 2. Both patterns contain three wavelengths.
In medium 1, standing wave ratio is 3 . Standing wave patterns consist of minimum for $\left|\bar{E}_{x}\right|$ and maximum for $\left|\bar{H}_{y}\right|$ at the right end of medium 1.
Fraction of incident power transmitted into medium $3=\frac{3}{4}$.
6.59. $2.5 \mathrm{~cm}, 4 \epsilon_{0}$
6.61. $Z_{0}$ of stub

50 ohms
50 ohms
100 ohms

| stub location | stub length |
| :---: | :---: |
| $0.033 \lambda$ | $0.0811 \lambda$ |
| $0.167 \lambda$ | $0.4189 \lambda$ |
| $0.033 \lambda$ | $0.0434 \lambda$ |
| $0.167 \lambda$ | $0.4566 \lambda$ |

100 ohms
$0.167 \lambda$
$0.4566 \lambda$
(a) $0.75 e^{j 0.264 \pi}$
(b) 7
(c) $0.316 \lambda$
(d) $(220-j 310)$ ohms
(e) $(0.0015+j 0.00215)$ mhos (f) $0.258 \lambda$
Propagating mode
$f_{c}, \mathrm{MHz}$
$\theta_{i}$, degrees
$\mathrm{TE}_{1,0}$
1875
71.79
2.631
$1.5783 \times 10^{8}$
198.35

| $\mathrm{TE}_{2,0}$ | $\mathrm{TE}_{3,0}$ |
| :---: | :---: |
| 3750 | 5625 |
| 51.32 | 20.37 |
| 3.203 | 7.184 |
| $1.9215 \times 10^{8}$ | $4.3104 \times 10^{8}$ |
| 241.47 | 541.68 |

$\eta_{8}$, ohms
198.35
241.47
541.68
(a) $\bar{H}_{y}=2 \bar{H}_{0} \cos \left(\beta x \cos \theta_{i}\right) e^{-j \beta_{z} \sin \theta_{t}}$
$\bar{E}_{x}=2 \sqrt{\mu / \epsilon} \bar{H}_{0} \sin \theta_{i} \cos \left(\beta x \cos \theta_{i}\right) e^{-i \beta z \sin \theta_{i}}$
$\bar{E}_{z}=j 2 \sqrt{\mu / \epsilon} \bar{H}_{0} \cos \theta_{i} \sin \left(\beta x \cos \theta_{i}\right) e^{-j \beta z \sin \theta_{i}}$
(c) $\lambda_{c}=2 a / m, f_{c}=m / 2 a \sqrt{\mu \epsilon}, \lambda_{g}=\lambda / \sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}$, $v_{\underline{p} z}=v_{p} / \sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}, m=1,2,3, \ldots$
(d) $\underline{H}_{y}=2 \bar{H}_{0} \cos (m \pi x / a) e^{-j\left(2 \pi / \lambda_{0}\right) z}$
$\bar{E}_{x}=2 \eta \bar{H}_{0}\left(\lambda / \lambda_{g}\right) \cos (m \pi x / a) e^{-J\left(2 \pi / /_{0}\right) z}$
$\bar{E}_{z}=j 2 \eta \bar{H}_{0}\left(\lambda / \lambda_{c}\right) \sin (m \pi x / a) e^{-j\left(2 \pi / \lambda_{0}\right) z}$
(e) $\eta_{g}=\bar{E}_{x} / \bar{H}_{y}=\eta \sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}}$

Transmission-line equivalent consists of $\bar{V} \leftrightarrow \bar{E}_{x}, \bar{I} \leftrightarrow \bar{H}_{y}, Z_{0} \leftrightarrow \eta_{g}$, and $v_{p} \leftrightarrow v_{p z}$.
6.73.

$\bar{I}(z)=\frac{e^{(1 / 2) a z}}{j \omega \mathcal{L}_{0}}\left[\frac{1}{2}\left(a-\sqrt{\left.a^{2}-4 \omega^{2} \mathcal{L}_{0} \mathcal{C}_{0}\right)} \bar{A} e^{(1 / 2) \sqrt{a^{2}-4 \omega^{2} \mathcal{L}_{0} \mathcal{E}_{0} z}}\right]\right.$ $+\frac{1}{2}\left(a+\sqrt{a^{2}-4 \omega^{2} \mathscr{L}_{0} \mathscr{C}_{0}}\right) \bar{B} e^{\left.-(1 / 2) \sqrt{a^{2}-4 \omega^{2} \mathscr{S}_{0} \varrho_{0}}\right]}$
$f_{c}=a / 4 \pi \sqrt{\mathcal{L}_{0} \mathfrak{C}_{0}}$
$\begin{array}{cccccc}\text { 6.75. } & \text { Frequency } & \alpha, \text { nepers } / \mathrm{m} & \beta, \mathrm{rad} / \mathrm{m} & \bar{\eta} \text {, ohms } & \lambda, \mathrm{m} \\ 100 \mathrm{MHz} & 0.0211 & 18.73 & 42.4 & 0.3354 \\ & 10 \mathrm{KHz} & 2 \pi \times 10^{-3} & 2 \pi \times 10^{-3} & (1+j) 2 \pi & 1000\end{array}$
6.77. (a) $\bar{E}_{x}(d)=\bar{E}_{x}^{+} e^{\bar{j} d}+\bar{E}_{x}^{-} e^{-\overline{\gamma d}}$

$$
\bar{H}_{y}(d)=\frac{1}{\bar{\eta}}\left[\bar{E}_{x}^{+} e^{\bar{j} d}-\bar{E}_{\bar{x}} e^{-\bar{y} d}\right]
$$

6.79.
(a) $\frac{\partial \bar{V}}{\partial z}=-\left[2 \mathscr{R}_{i}+j \omega\left(2 \AA_{i}+\mathscr{L}\right)\right] \bar{I}(z)$
$\frac{\partial \bar{I}}{\partial z}=-(\varsigma+j \omega \varrho) \bar{V}(z)$
(b) $\bar{\gamma}=\left[2 \mathcal{R}_{i}+j \omega\left(2 \mathscr{L}_{i}+\mathcal{L}\right)\right](\mathcal{S}+j \omega \mathbb{C})$
$Z_{0}=\sqrt{\frac{2 \Omega_{i}+j \omega\left(2 \mathcal{L}_{i}+\mathfrak{L}\right)}{\mathcal{G}+j \omega \mathbb{C}}}$
(c) $\sqrt{2 \mathbb{R}_{i} \mathrm{~S}}$
6.81. (b) $1824.42,4175.58,7824.42 \mathrm{MHz}$
6.83. (a) $f_{1,0,1}=5303.4 \mathrm{MHz}, f_{2,0,1}=f_{1,0,2}=8385.4 \mathrm{MHz}, f_{2,0,2}=10606.5 \mathrm{MHz}$.
(b) $\bar{E}_{y}=\bar{E}_{0} \sin \frac{\pi x}{a} \sin \frac{\pi z}{d}$

$$
\begin{aligned}
& \bar{H}_{x}=-j \frac{\bar{E}_{0}}{\eta} \frac{\lambda}{2 d} \sin \frac{\pi x}{a} \cos \frac{\pi z}{d} \\
& \bar{H}_{z}=j \frac{E_{0}}{\eta} \frac{\lambda}{2 a} \cos \frac{\pi x}{a} \sin \frac{\pi z}{d} \\
& Q=\frac{\pi \sigma \delta \eta}{4} \frac{\left(a^{2}+d^{2}\right)^{3 / 2}}{\left(a^{3}+d^{3}\right)}
\end{aligned}
$$

6.87. $\quad 56.3^{\circ}$
6.89. For currents equal in magnitude and phase: (a) linearly polarized in the $z$ directiol ${ }_{\text {a }}$, (b) linearly polarized in the $x$ direction, (c) linearly polarized parallel to the vect ${ }_{r r}$ ( $\mathbf{i}_{x}+\mathbf{i}_{z}$ ), and (d) linearly polarized parallel to the vector ( $-\mathbf{i}_{x}+\frac{1}{2} \mathbf{i}_{y}-\frac{1}{2} \mathbf{i}_{z}$ ).
For currents equal in magnitude but different in phase by $\pi / 2$ : (a) linearly polarized in the $z$ direction, (b) linearly polarized in the $x$ direction, (c) circularly polarized normal to the $y$ axis, and (d) elliptically polarized with major axis along $\mathbf{i}_{x}$ at ${ }_{1 d}$ minor axis along ( $\mathbf{i}_{y}-\mathbf{i}_{z}$ ) and with the ratio of the major to the minor axis equal to $\sqrt{2}$.
6.91. (a) $I_{1}(t)=I_{0} \cos \omega t, I_{2}(t)=-I_{0} \cos \omega t$, where $I_{0}=\omega Q_{0}$.
(b) $\overline{\mathbf{A}}=\frac{\mu \omega Q_{0}(d l)^{2} \cos \theta}{4 \pi r}\left(j \frac{\omega}{v}+\frac{1}{r}\right) e^{-j \omega r / v \mathbf{i}_{2}}$
(c) $\overline{\mathbf{E}}=-\frac{Q_{0}(d l)^{2} \sin \theta \cos \theta}{4 \pi \epsilon r}\left[\left(\frac{\omega}{v}\right)^{3}-j \frac{3}{r}\left(\frac{\omega}{v}\right)^{2}-\frac{6 \omega}{v r^{2}}+j \frac{6}{r^{3}}\right] e^{-j \omega r / v \mathbf{i}_{\theta}}$

$$
+\frac{Q_{0}(d l)^{2}\left(3 \cos ^{2} \theta-1\right)}{4 \pi \epsilon r^{2}}\left[j\left(\frac{\omega}{v}\right)^{2}+\frac{3 \omega}{v r}-j \frac{3}{r^{2}}\right] e^{-j \omega r / / \mathbf{i}_{r}}
$$

$$
\overline{\mathbf{H}}=\frac{\omega Q_{0}(d l)^{2} \sin \theta \cos \theta}{4 \pi r}\left[-\left(\frac{\omega}{v}\right)^{2}+j \frac{3 \omega}{v r}+\frac{3}{r^{2}}\right] e^{-j \omega r / v \mathbf{i}_{\phi}}
$$

(d) $\overline{\mathbf{E}}=-\frac{Q_{0}(d l)^{2} \omega^{3} \sin \theta \cos \theta}{4 \pi \epsilon r v^{3}} e^{-j \omega r / / \mathbf{i}_{\theta}}$

$$
\overline{\mathbf{H}}=-\frac{Q_{0}(d l)^{2} \omega^{3} \sin \theta \cos \theta}{4 \pi \epsilon \eta r v^{3}} e^{-j \omega r / v} \mathbf{i}_{\phi}
$$

6.93.
(c) $U_{n}=\frac{\cos ^{2}[(\pi / 2) \cos \theta]}{\sin ^{2} \theta}$

## INDEX

A (see Magnetic vector potential)
Acceleration:
due to gravity, 122
experienced by an electron, 74, 75
unit of, 521
Addition of vectors, 2, 20
associative property of, 3
commutative property of, 2
parallelogram law of, 2
Admittance:
characteristic, 443
input, 445
line, 443
Air gap, 391, 393
Aircraft, locating the position of, 517
Allowed bands, 264, 265
Ampere, 140
as unit of current, 522
Ampere-turn, 393
Ampere's circuital law, 154, 163, 173 , 178
dilemma of, 210-213
Ampere's circuital law in differential form, 162-163, 178
for surface current, 163
modified, 218

Ampere's circuital law in integral form, 154-162, 178, 201
applications of, 159-162
modified, 210-217, 218
statement of, 156
Ampere's law of force, 139-141, 178, 196
Analogous source distributions, electric and magnetic fields for, 177, 179
Analogy:
between electric and magnetic circuits, 390
between transmission-line and uniform plane wave parameters, 422
Anisotropic conductors, 268
Anisotropic dielectric materials, 281
Anisotropic magnetic materials, 304
Anode, 350
Antenna, 497
directivity of, 500
half-wave dipole, 519
Hertzian dipole (see Hertzian dipole)

Antenna (contd.)
radiation intensity of, 499
short dipole (see Short dipole)
Antiferromagnetic material, 300
Antiferromagnetism, 299, 300
Apparent phase velocity, 418, 420
Apparent wavelength, 417, 420
Area as a vector, 13
Array, 519
Arrowhead, 1
Associative property of vector addi-

B $\quad$ (see Magnetic flux density)
B-H curve, 316, 344
Band:
allowed, 264, 265
forbidden, 264, 265
Biot-Savart law, 142, 163, 211, 213, 214
applications of, 143-149
Bounce diagram, 428
Bound electrons, 263, 275
C Candela, definition of, 522
Capacitance:
definition of, 376
physical interpretation for, 377
units of, 377
Capacitance per unit length:
for parallel wires, 381-383
for some structures, 382
general expression for, 380
related to conductance per unit length, 380
related to inductance per unit length, 381
Capacitor: (see also Capacitance)
electric stored energy in, 377
quasistatic approximation for, 394, 397
voltage-to-current relationship for, 395
Cartesian coordinate system, 10-14
arbitrary curve in, 13
arbitrary surface in, 13
coordinates for, 11,18
curl in, 54
differential lengths, 13,18

Associative property (contd.) tion, 3
Atom, classical model of, 263
Atomic lattice, collisions with, 265
Attenuation, 469
Attenuation constant, 469
for good conductor, 471
for good dielectric, 470
units of, 469
Average macroscopic field, 279, 280, 302, 303

Boundary condition:
for normal component of $\mathbf{B}, 330$
for normal component of $\mathbf{D}, 329$
for normal component of $\mathbf{J}, 332$
for normal component of $\mathbf{P}, 333$
for tangential component of $\mathbf{E}, 330$
for tangential component of $\mathbf{H}, 331$
Boundary conditions, 327-336
statements of, 329, 330, 331, 332
summary of, 333
Cartesian coordinate system (contd.)
differential surfaces, 13,18
differential volume, 13, 18
divergence in, 47
gradient in, 33
Laplacian of scalar in, 59
Laplacian of vector in, 59
limits of coordinates, 18
orthogonal surfaces, 10,18
position vector, 14,15
unit vectors, 11, 18
Cathode, 350
Cavity resonator, 480
Characteristic admittance, 443
Characteristic impedance, 422
Charge, 73
conservation of, 74
continuous distributions of, 82
line, 82
magnetic, $172,203,210$
of an electron, 73
of a neutron, 73
of a proton, 73
surface, 82
unit of, 74, 522

Charge (contd.)
volume, 82
Charge density:
line, 82
surface, 82; see also Surface charge density
volume, 82; see also Volume charge density
Charge neutrality, in a dielectric, 283, 288
Charges:
conduction, 317
polarization, 317
true, 317
Child-Langmuir law, 352
Circuit:
electric, 389
distributed, 407
magnetic, 389; see also Magnetic circuit
Circuit theory, field basis of, 347
Circuital law, Ampere's (see Ampere's circuital law)
Circular current loop, 144
dipole moment of, 147
magnetic field due to, 144-147
Circular polarization, 243
left, 243
right, 244
Circulation, 41
of $\mathbf{H}$ compared to circulation of $\mathbf{B}$, 315
per unit area, 49
Closed path, line integral around (see Circulation)
Closed surface integral, 39
Coefficients, metric, 60
Coercivity, 316
Collisions, frictional mechanism due to, 265
Communication, with underwater objects, 472
Commutative property:
of vector addition, 2
of vector dot product, 4, 5
Complete standing waves, 432
Complex number, 234
Complex power, 248

Complex power density, 249
Complex Poynting's theorem, 250, 325
Complex Poynting vector, 248, 325
Components of vectors, $9,19-25$
relationships between, 23
Conductance:
definition of, 375
physical interpretation for, 376
units of, 375
voltage-to-current relationship for, 397
Conductance per unit length:
for some structures, 382
general expression for, 380
related to capacitance per unit length, 380
Conduction, 263-265
Conduction current, compared to convection current, 267
Conduction current density, 267
Conduction currents, 134, 317
Conduction electrons, 263
Conductive dispersion, 470
Conductivities:
ranges of, 268
table of, 269
Conductivity, 268, 318
definition of, 267
of semiconductors, 268
units of, 268
Conductor:
decay of charge placed inside, 270271
electric field at the boundary of, 272-274
power dissipated in, 326-327, 376
power dissipation density in, 322
secondary electric field inside, 271, 272, 275
Conductors, 263
anisotropic, 268
in electric fields, 269-275
linear isotropic, 268
Conservation of charge, 74
law of, 215, 219
Conservation of energy, 117
Conservative field, 117

Constant amplitude surfaces:
for radiation fields of Hertzian dipole, 495
in a parallel-plate waveguide, 459
Constant of universal gravitation, 73
Constant phase surfaces:
for radiation fields of Hertzian dipole, 495
for uniform plane wave, 414, 417
in parallel-plate waveguide, 459
Constant VSWR circle, 450
Constitutive relations, 72, 262, 318, 347
Continuity equation, 220, 244, 317, 318
in integral form, $320,321,328$
in phasor form, 245
Continuous distributions of charge, 82
Convection current, compared to conduction current, 267
Convection currents, 134, 317
Coordinate system:
cartesian, 10-14
cylindrical, 14-16
left hand, $11,15,17$
parabolic cylindrical, 62
right hand, 11, 15, 17
spherical, 16-18
Coordinates:
cartesian, 11, 18
cylindrical, 15,18
limits of, 18
relationship between, 19
spherical, 16, 18
Coulomb, 75
as unit of charge, 74
Coulomb field, 77
Coulomb potential, 107
Coulomb's law, 75-76, 139, 178, 193, 196
Cross product of vectors, 5, 20, 60
defining unit vector by, 7
differentiation of, 32
distributive property of, 6
Crystalline solid, 263
Curie temperature, 299
Curl, 48-58
definition of, 48

Curl (contd.)
divergence of, 56
in cartesian coordinates, 54
in cylindrical coordinates, 54
in general coordinates, 61
in spherical coordinates, 53
of curl of a vector, 59
of gradient of a scalar, 56
physical significance of, 54-56
Curl meter, 54
Current:
conduction, 267
convection, 267
displacement, 215, 295
filamentary, 141
Current density:
conduction, 267
displacement, 219, 295
relation to charge density, 137-138
surface, 149; see also Surface current density
volume, 149; see also Volume current density
Current element:
magnetic field of, 142,178
magnetic force on, 137-139
Current enclosed by closed path, uniqueness of, 157-158, 210, 211
Current loop:
dipole moment of, 169
vector potential at large distances, 167-169
Current sheet, magnetic field due to, 149-151
Current transmission coefficient, 426
Currents:
conduction, 134, 317
convection, 134, 317
magnetization, 134, 317
polarization, 134, 317
true, 317
Cutoff frequency, 458
Cutoff wavelength, 457-458
Cycloid, 196
Cylindrical coordinate system, 14-16
coordinates for, 15,18
curl in, 54

Cylindrical coordinate system (contd.)
differential lengths, 16,18
differential surfaces, 16,18
differential volume, 16,18
divergence in, 46
gradient in, 36
Laplacian of scalar in, 59
D $\quad \mathbf{D}$ (see Displacement flux density)
Degree Kelvin, definition of, 522
Del operator, 32
Delta function, Dirac (see Dirac delta function)
Density:
charge (see Charge density)
current (see Current density)
Depth, skin, 472
Depth of penetration, 472
Diagram:
dispersion, 466
$\Gamma$-plane, 437
$\omega-\beta_{z}, 466$
Diamagnetic effect, 296
illustration of, 297-298
Diamagnetic materials, 296, 300
values of $\chi_{m}$ for, 304
Diamagnetism, 296, 299
Dielectric, 265
charge neutrality in, 283, 288
electric stored energy density in, 322-323
polarization energy density in, 323
Dielectric constant, 291
Dielectrics, 263
anisotropic, 281
effects of polarization in, 281-289
linear isotropic, 281
polarization in, 275-278
secondary fields in, 281, 283, 289
table of relative permittivities for, 292
Differential lengths:
in cartesian coordinates, 13, 18
in cylindrical coordinates, 16, 18
in spherical coordinates, 17,18
Differential surfaces:
in cartesian coordinates, 13,18
in cylindrical coordinates, 16,18

Cylindrical coordinate system (contd.)
Laplacian of vector in, 60
limits of coordinates, 18
orthogonal surfaces, 14, 18
position vector, 16
unit vectors, 15,18

Differential surfaces (contd.)
in spherical coordinates, 17, 18
Differential volume:
in cartesian coordinates, 13, 18
in cylindrical coordinates, 16,18
in spherical coordinates, 17, 18
Differentiation of vectors, 29-32
Dimensions, 522, 526
table of, 523-526
Diode, vacuum, 350
Dipole:
electric (see Electric dipole)
half-wave, 519
Hertzian (see Hertzian dipole)
magnetic (see Magnetic dipole)
short (see Short dipole)
Dipole antenna (see Dipole)
Dipole layer, electric, 349
Dipole moment:
electric (see Electric dipole moment)
magnetic (see Magnetic dipole moment)
of circular loop of current, 147
of current loop, 169
per unit volume, 278, 301
Dipole moment per unit volume:
electric, 278
magnetic, 301
Dirac delta function, 102, 103, 163
three-dimensional, 133
Direction lines, 29, 90-92, 108, 109, 119
for electric dipole field, 91-92
for infinite line charge, 115
of $\mathbf{D}$ compared to direction lines of E, 292, 293, 295
of $\mathbf{P}, 295$
Directivity:
definition of, 500

Directivity (contd.)
of Hertzian dipole, 500
of short dipole, 500
Dispersion, 463
conductive, 470
geometric, 468
parametric, 485
Dispersion diagram, 466
Displacement, 295
Displacement current, 215, 295
consequence of, 216
Displacement current density, 219, 295
Displacement flux, 295
Displacement flux density, 290, 295
definition of, 290
relationship with $\mathbf{E}, 290,291,318$
units of, 290
Distributed circuit:
concept, 407
representation of transmission line
E E (see Electric field intensity)
Earth, gravitational field of, 73
Effective permittivity, of a plasma medium, 485
Electrets, 276
Electric dipole, 80
analogy with magnetic dipole, 47
direction lines for the field of, 9192
electric field of, 80-83
equipotential surfaces for, 109-110
potential field of, 109
schematic representation of, 276
two-dimensional, 118, 125
Electric dipole layer, 349
Electric dipole moment:
definition of, 82
due to electronic polarization, 276278
Electric energy:
for spherical volume charge, 225
stored in a capacitor, 377
stored in a resonator, 479
Electric energy density:
in a dielectric, 323,377

Distributed circuit (contd.) by, 406
Distributive property:
of vector cross product, 6
of vector dot product, 5
Divergence, 44-48
definition of, 44
in cartesian coordinates, 47
in cylindrical coordinates, 46
in general coordinates, 61
in spherical coordinates, 47
of curl of a vector, 56
of gradient of a scalar, 59
Divergence theorem, 47-48
Division of vector by a scalar, 3,20
Domains, magnetic, 299
Dominant mode, 459
Dot product of vectors, $4,20,60$
commutative property of, 4,5
differentiation of, 32
distributive property of, 5
Drift velocity, 265, 266, 267
Electric energy density (contd.)
in free space, 225
time-average, 249, 323
Electric field (see also Electric field intensity)
as viewed by a moving observer, 206, 207
at the surface of a conductor, 273
concept, 73-75, 193
energy density in, 225, 324
energy storage in, 221-225
induced, 198, 199, 201
Electric field flux, 93-96, 212
evaluation of, 96-97
Electric field intensity:
definition of, 74, 135
due to dipole, $80-83$
due to infinite line charge, 83-85, 97-99, 177, 179
due to infinite sheet charge, 85-86, 99-100, 179
due to line charge, 89,178
due to point charge, $77,79,178$
due to point charges, 77-78, 79-80
due to spherical volume charge,

Electric field intensity (contd.) 87-89, 100-101, 348-350
due to surface charge, 89,178
due to volume charge, 89,178
from $V, 120,178$
unit of, 74
Electric force:
as viewed by a moving observer, 207
between two point charges, 75, 76
on a test charge, 74
Electric polarization (see Polarization in dielectrics)
Electric scalar potential (see also Potential field)
due to a time-varying point charge, 491
due to a time-varying volume charge, 492
time-varying, 202
Electric susceptibility, 281
Electromagnetic energy transmission, 405
Electromagnetic field, 72, 193
power flow in, 230-234
Electromagnetic field laws, summary of, 251,252
Electromagnetic wave propagation, 252,408 ; see also Wave propagation
Electromagnetic waves, 347, 412
radiation of, 489-500
Electromotance, 197
Electromotive force, 197
Electron, 73
charge of, 73
mass of, 73
mobility of, 266, 267
Electron cloud, 263, 264
Electron drift, 263
Electron spin, 296
Electronic polarizability, 278
Electronic polarization, 275
illustration of, 276-278
Electrons:
bound, 263
conduction, 263
free, 263

Electrostatic field (see Static electric field)
Electrostatic potential (see also Potential field)
for line charge, 115,178
for surface charge, 115, 178
for volume charge, 115, 178
from Laplace's equation, 353-369
from Poisson's equation, 348-350
Elliptical polarization, 243
Empty energy levels, 265
Energy:
electric (see Electric energy)
kinetic, 135, 322
magnetic (see Magnetic energy)
potential (see Potential energy)
unit of, 522
Energy band, 264
Energy density:
in electric field, 225, 323
in magnetic field, 229, 324
magnetization, 324
polarization, 323
Energy levels, 263-265
Energy storage:
in electric field, 221-225
in magnetic field, 226-230
in parallel-plate resonator, 477-483
Equality of vectors, 1, 20
Equation, continuity (see Continuity equation)
Equations, Maxwell's (see Maxwell's equations)
Equipotential surfaces, 107, 108, 109, 119
for electric dipole, 109-110
for infinite line charge, 115
for point charge, 107-108
Equivalent circuit representation:
for input behavior beyond quasistatic approximation, 400-401
for magnetic circuit, 391-393
for transmission-line equations, 405407
External inductance, 383
Extrinsic semiconductor, 265

F Fabry-Perot resonator, 481-483
Farad, 377
Faraday, 193, 196, 215
Faraday's law, 197
Faraday's law in differential form, 203-210
statement of, 204
Faraday's law in integral form, 196203
applications of, 198-201
consequences of, 202
statement of, 197
Feedback loop, 282, 305
Fermi level, 264, 265
Ferrimagnetic material, 300
Ferrimagnetism, 299, 300
Ferrites, 300
Ferroelectric materials, 276
Ferromagnetic materials, 299, 300
Ferromagnetism, 299, 300
theory of, 299-300
Field:
definition of, 25
electric (see Electric field)
gravitational, 73
local, 279, 301
magnetic (see Magnetic field)
magnetizing, 301, 303
polarizing, 276, 279
Field intensity:
electric (see Electric field intensity)
gravitational, 73
magnetic (see Magnetic field intensity)
Field points, 89
Field vectors:
fundamental, 317
mixed, 318
Fields:
conservative, 117
irrotational, 118
quasistatic, 394
radiation, 495
scalar, 25-27
solenoidal, 173
static, 72
time-varying, 72

Fields (contd.)
vector, 27-29
Filamentary current:
magnetic field due to, 142
magnetic force on, 138
Flux:
displacement, 295
magnetic, 172
of D compared to flux of $\mathbf{E}, 295$
of electric field, 93-96
of a vector quantity, 37
per unit volume, 44
Flux density:
displacement (see Displacement flux density)
magnetic (see Magnetic flux density)
Flux lines, 90
Flux linkage, 378
Forbidden band, 264, 265
Force:
Ampere's law of, 139-141
electric (see Electric force)
gravitational, 139
Lorentz, 194
magnetic (see Magnetic force)
unit of, 522
Force equation, Lorentz, 193, 194
Force per unit volume, 194
Fourier series, 365
Free electrons, 263
Free space:
intrinsic impedance of, 412
permeability of, 140
permittivity of, 76, 140
velocity of light in, 140
Frequency, 413
cutoff, 458
plasma, 485
Frequencies of oscillation, natural, 434
Function:
scalar, 25
vector, 27
Fundamental frequency of oscillation, 434
Fundamental mode, 434

Gauss' law, 154, 163, 178, 214, 215
Gauss' law in differential form, 101103, 163, 178
for sheet charge, 103-104
statement of, 102
Gauss' law in integral form, 92-101, 178,273
applications of, 97-101
statement of, 96
Gaussian surface, $97,98,99,100$
Geometric dispersion, 468
Good conductor, 319
attenuation constant, 471
intrinsic impedance for, 471
Maxwell's equations for, 321
phase constant, 471
skin effect in, 473
Good dielectric, 319
attenuation constant, 470
intrinsic impedance for, 470
phase constant, 470
H $\quad \mathbf{H}$ (see Magnetic fleld intensity)
Henry, 378
Hertzian dipole:
directivity of, 500
electromagnetic fields for, 494-495
normalized radiation intensity for, 500
radiation fields for, 495
radiation intensity for, 500
radiation resistance for, 497
retarded potentials for, 493-494

Identities:
involving curl, 56
vector, 61-62
Image charge:
for line charge near cylindrical conductor, 371-373
for point charge near plane conductor, 370-371
for point charge near spherical conductor, 373, 503
Images, method of, 370-373
Imaginary part, 237

Gradient, 32-36
curl of, 56
definition of, 32
in cartesian coordinates, 33
in cylindrical coordinates, 36
in general coordinates, 61
in spherical coordinates, 36
physical significance of, 33
Gravitation, constant of universal, 73
Gravitational field, $73,75,103-105,117$
Gravitational field intensity, 73
Gravitational force, 139
Gravity, acceleration due to, 122
Ground, 295
Grounded conductor, 293, 370, 371
Group velocity, 463-468
concept of, 463-465
in a parallel-plate waveguide, 465467
in a plasma medium, 486
physical interpretation for, 467
Guide impedance, 459
Guide wavelength, 458

Hertzian dipole (contd.)
time-average radiated power, 496
Holes, 263, 265
mobility of, 267
Hysteresis, 300, 315
Hysteresis curve, 316
Hysteresis curves, characteristics of, 316
Hysteresis effect, development of, 316
Hysteresis loop, 316

Impedance:
characteristic, 422
guide, 459
input, 434
internal, 474
line, 434,436
normalized, 445
wave, 434, 436
Impedance matching:
by quarter wave transformer, 442
by stub (see Stub matching)

Imperfect conductor (see Good conductor)
Imperfect dielectric (see Good dielectric)
Impulse function (see Dirac delta function)
Incident wave, 425
Induced electric field, 198, 199, 201
solenoidal character of, 201
Induced voltage, 197
Inductance (see also Inductor)
definition of, 378
external, 383
internal, 383
mutual, 386
physical interpretation for, 378
self, 385
units of, 378
Inductance per unit length:
for some structures, 382
general expression for, 380
related to capacitance per unit length, 381
Inductor (see also Inductance)
condition for quasistatic approximation for, 395, 397
magnetic energy stored in, 382
voltage-to-current relationship for, 396
Inhomogeneous wave equations, 490
Input admittance, of short-circuited line, 445
Input behavior:
beyond quasistatic approximation, 400-402
under quasistatic approximation, 397-400
Input impedance, of short-circuited line, 434
Input reactance, of short-circuited line, 435
Input susceptance, 453
Insulators, 263

J J (see Volume current density)
$\mathbf{K} \quad$ Kelvin degree, definition of, 522
Kilogram, definition of, 521
Kinetic energy, 135, 322

Integral:
closed line (see Circulation)
closed surface, 39
line, 40-43
surface, 37-40
volume, 36-37
Integration of vectors, 43
Intensity:
electric field (see Electric field intensity)
gravitational field, 73
magnetic field (see Magnetic field intensity)
radiation (see Radiation intensity)
Internal impedance, 474
application of, 477
for hollow cylindrical conductor, 475
Internal inductance:
definition of, 383
general expression for, 385
Internal inductance per unit length, 383
computation of, 383-385
International system of units, 521
Intrinsic impedance:
definition of, 411-412
for good conductor, 471
for good dielectric, 470
for perfect dielectric, 411
units of, 412
Intrinsic semiconductor, 265
Ionic polarization, 276
Ionosphere, 486
condition for reflection of wave, 488
description of, 486
path of wave in, 486-489
Irrotational fields, 118
Isotropic conductors, linear, 268
Isotropic magnetic materials, 304
Iteration, 369

Joule, definition of, 522

Kirchoff's current law, 406
Kirchoff's voltage law, 406

Laplace's equation:
applications of, 353-369
for electrostatic potential, 120, 348, 353
for magnetic vector potential, 171
in two dimensions, 359
numerical solution of, 367-369
solution of, 353, 359-360
solution of steady current problems, 365-367
Laplace's equations, solutions for onedimensional cases, 356
Laplacian of a scalar, 59
in cartesian coordinates, 59
in cylindrical coordinates, 59
in general coordinates, 61
in spherical coordinates, 59
Laplacian of a vector, 59-60
in cartesian coordinates, 59
in cylindrical coordinates, 60
in spherical coordinates, 60
Laser oscillation, 481-483
Lattice, atomic, 265
Law of conservation of charge, 215, 219
in differential form, 220
Law of reflection, in optics, 455
Leakage, of magnetic flux, 388
Left hand coordinate system, 11, 15, 17
Lenz's law, 198, 298
Level, Fermi, 264, 265
Light, velocity of (see Velocity of light)
Line admittance, 443
from the Smith chart, 448-452
Line charge, 82

M (see Magnetization vector)
m (see Magnetic dipole moment)
Macroscopic field, average, 279, 280, 302, 303
Macroscopic scale observations, 262
Magnetic charge, 172, 203, 210
Magnetic circuit, 389
analogy with electric circuit, 390
analysis of, 391-393
equivalent circuit representation for,

Line charge (contd.)
electric field of, 89,178
infinitely long, 83
potential field of, 115,178
Line charge density, 82
units of, 82
Line current:
magnetic field due to, 142-143, 178
magnetic vector potential due to, 164, 178
Line impedance:
for general case, 436
for short-circuited line, 434
from the Smith chart, 448-451
Line integral, 40-43, 105
around closed path, 41
evaluation of, 42-43
to surface integral, 58
Linear isotropic conductors, 268
Linear isotropic dielectrics, 281
Linear polarization, 243
Linear quadrupole, 122
Lines:
direction (see Direction lines)
transmission (see Transmission lines)
Linkage, flux, 378
Local field, 279, 301
Loop, current (see Current loop)
Lorentz condition, 490
Lorentz force, 194
Lorentz force equation, 72, 193, 194
230, 317
Lossy media, 468
Lossy transmission line, 475-477
Low-frequency circuit theory, field basis of, 393-402

Magnetic circuit (contd.) 391
Magnetic dipole, 144
magnetic field of, 144-147
oscillating, 518
schematic representation of, 296
two-dimensional, 173, 185
Magnetic dipole moment:
definition of, 147
diamagnetic effect on, 297-298

Magnetic dipole moment (contd.)
of plane loop of wire, 169
Magnetic domain, 299
Magnetic energy:
for cylindrical surface current, 229230
in a nonlinear magnetic material, 324
stored in an inductor, 378
stored in a resonator, 479
Magnetic energy density:
in free space, 229
in a magnetic material, 324,378
time-average, 249, 324
Magnetic field (see also Magnetic flux density)
concept, 135-136, 193
energy density in, 229, 324
energy storage in, 226-230
realizability of, 172-173
Magnetic field intensity, 312
definition of, 312
relationship with $\mathbf{B}, 312,318$
units of, 312
Magnetic flux, 172, 196, 197
Magnetic flux density:
definition of, 135-136, 178
due to current element, 142, 178
due to cylinder of current, 151-154, 161-162
due to finitely long wire, 144, 177, 179
due to infinite sheet of current, 149-151, 159-161, 179
due to infinitely long solenoid, 147149, 173-177
due to infinitely long wire, 144, 177, 179
due to line current, 142-143, 178
due to magnetic dipole, 144-147
due to surface current, 178
due to volume current, 178
from A, 164, 178
units of, 136
Magnetic force:
between two current elements, 140
between two current loops, 139-141
in terms of current, 138

Magnetic force (contd.)
on a closed loop of wire, 139
on filamentary wire, 138
on a moving charge, 135
Magnetic materials, 296
anisotropic, 304
effects of magnetization in, 305310
isotropic, 304
magnetization of, 296-301
secondary fields in, 305, 307, 310
Magnetic polarizability, 301
Magnetic quadrupole, 186
Magnetic scalar potential, 356, 357
Magnetic susceptibility, definition of 304
Magnetic susceptibilities, table of values of, 304
Magnetic vector potential, 163-172, 177
due to loop of wire, 167-169
due to time-varying current, 492
for Hertzian dipole, 494
for infinitely long wire, 165-166
for line current, 164, 178
for surface current, 164, 178
for volume current, 164, 178
Laplace's equation for, 171
Poisson's equation for, 171
Magnetization, 296
Magnetization current, 134, 317
Magnetization currents, compared to true currents, 317
Magnetization energy density, 324
Magnetization surface current, 306, 310
Magnetization surface current density, 308
in terms of magnetization vector, 310
Magnetization vector:
definition of, 301
relationship with B, 304
units of, 301
Magnetization volume current, 307,
310
Magnetization volume current density, 308

Magnetization volume current density (contd.)
in terms of magnetization vector, 310
Magnetizing field, 301, 303
Magnitude of vector, 1,20
Mass, 73
of an electron, 73
of a neutron, 73
of a proton, 73
Mass spectrograph, 180
Matching:
between two dielectric media, 441442
by quarter wave transformer, 442
in a waveguide, 460-462
stub (see Stub matching)
transmission-line (see Transmissionline matching)
Materials:
antiferromagnetic, 300
conductive (see Conductors)
constitutive relations for, 318
diamagnetic (see Diamagnetic materials)
dielectric (see Dielectrics)
ferrimagnetic, 300
ferroelectric, 276
ferromagnetic, 299, 300
magnetic (see Magnetic materials)
Maxwell's equations for, 317-321
nonmagnetic, 263
paramagnetic (see Paramagnetic materials)
power and energy in, 321-325
Maxwell, 193, 214, 215, 295
Maxwell's equations, 72, 347
applications of, 348-500
for good conductors, 321
for perfect dielectrics, 320, 321, 408
for static fields, 178, 318, 320-321
for time-varying fields, 244,252 , 317, 320-321

Natural frequencies of oscillation, 434
Natural modes of oscillation, 434
Neper, 469
Neutron, 73

Maxwell's equations (contd.)
in integral form, 320-321, 328
in phasor form, 244-245, 251, 319
independence of, 317
summary of, 317-321
table of, 320-321
Meter, definition of, 521
Method of images, 370
application of, 370-373
Metric coefficients, 60
Mho, 375
Microscopic scale observations, 262
MKS rationalized units, 76, 521
Mobility, 266, 267
units of, 267
Mode, 458
dominant, 459
Modes:
TE, 458
TM, 463
Modes of oscillation, natural, 434
Modified Ampere's circuital law: in differential form, 218
in integral form, 210-217, 218
Molecular polarizability, 278
Molecule:
nonpolar, 275
polar, 275
Moment:
electric dipole (see Electric dipole moment)
magnetic dipole (see Magnetic dipole moment)
Moving charge, magnetic force on, 135
Moving observer, electric field viewed by, 206, 207
Multiplication of vector, by a scalar, 3, 20
Multipole, 82
Mutual inductance:
computation of, 386-387
definition of, 386
Neutron (contd.)
charge of, 73
mass of, 73
Newton, definition of, 521

Newton's third law, 141, 182
Nonmagnetic materials, classification of, 319
Nonpolar molecule, 275
Normal component of B, boundary condition for, 330
Normal component of D, boundary condition for, 329
Normal component of $\mathbf{J}$, boundary condition for, 332
Normal component of $\mathbf{P}$, boundary condition for, 333
Normal vector to a surface:
from cross product, 33-35
0 Observations:
macroscopic scale, 262
microscopic scale, 262
Observer:
moving, 206, 207
stationary, 206
Occupied levels, 264-265
Ohm, 375
Ohm's law, 268, 375
$\omega-\beta_{z}$ diagram, 466
P $\quad \mathbf{P}$ (see Polarization vector, Poynting vector)
p (see Electric dipole moment)
Paddle wheel, 54, 118
Parabolic cylindrical coordinate system, 62
Parallel conductor structures:
capacitance per unit length, 378-380
conductance per unit length, 378380
inductance per unit length, 378-380
Parallel-plate resonator, 477-483
energy storage in, 478-479
$Q$ factor for, 480-481
resonant frequencies for, 480
Parallel-plate waveguide, 456
constant amplitude surfaces, 459
constant phase surfaces, 459
cutoff frequencies for, 458
cutoff wavelengths for, 458
group velocity in, 467
guide wavelength, 458

Normal vector to a surface (contd.) from gradient, 33-35
Normalized line admittance, 451-453
Normalized line impedance, 445, 451453
definition of, 445
Normalized radiation intensity, 500
Notation:
source point-field point, 89
transmission-line waves, 423
vector, 1
Nuclear spin, 296
Nucleus, 263

Operation, Laplacian, 59
Operator, del, 32
Optical frequencies, 481
Orbit, electronic, 297-298
Orientational polarization, 276, 299
Origin, 11
Orthogonality property, of sine functions, 364
Oscillation, laser, 481-483

Parallel-plate waveguide (contd.)
$\mathrm{TE}_{m, 0}$ modes, 458
TE waves in, 456
time-average power flow in, 459
Parallelepiped, 7
Parallelogram law:
of vector addition, 2
of vector subtraction, 3
Paramagnetic materials, 299, 300
values of $\chi_{m}$ for, 304
Paramagnetism, 299
Parametric dispersion, 485
Partial derivatives, of unit vectors, 31
Partial standing waves, 436
patterns for, 436-439
VSWR for, 438
Path, closed (see Closed path)
Pauli's exclusion principle, 264
Penetration, depth of, 472
Perfect conductor, 319
boundary conditions, 333, 334-336
normal incidence of uniform plane

Perfect conductor (contd.) waves on, 430
oblique incidence of uniform plane waves on, 454-456
Perfect dielectric, 319
boundary conditions, 333
intrinsic impedance, 411
Maxwell's equations for, 320
phase constant, 414
velocity of propagation, 411
Permanent magnetization, problems involving, 356-359
Permeability, 313, 318
definition of, 313
of free space, 140
of magnetic material, 313
relative, 312
units of, 140
Permittivity, 291, 318
definition of, 291
of dielectric material, 291
of free space, 76, 140
relative, 291
units of, 76
Phase, 414
Phase angle, 234
Phase constant, 414, 469
for good conductor, 471
for good dielectric, 470
for perfect dielectric, 414
for plasma, 485
units of, 415
Phase refractive index, 488
Phase velocity, 414
apparent, 418
Phasor, 234
graphical representation of, 234 , 235
Phasor form:
continuity equation in, 245
Maxwell's equations in, 244-245, 251, 319
Phasor technique, 235-242
extension to vector quantities, 239242
illustration of, 235-239
Phasors, differences and similarities with vectors, 239-242

Plane wave, uniform (see Uniform plane wave)
Plasma:
description of, 484
effective permittivity of, 485
example of, 486
phase constant, 485
wave propagation in, 484-489
Plasma frequency, definition of, 485
Point charge:
electric field of, $77,79,178$
equipotential surfaces for, 107,108
potential field of, $107,109-111$, 178
Point charges:
electric field of, 77-78, 79-80
potential field of, 108, 111-112
Poisson's equation:
applications of, 348-352
for electrostatic potential, 120, 348
for magnetic vector potential, 171
Polar molecule, 275
Polarizability:
electronic, 278
magnetic, 301
molecular, 278
Polarization in dielectrics, 263, 275
electronic, 275, 276-278
ionic, 276
orientational, 276
Polarization of vector fields, 242-244, 420-421
circular, 243
elliptical, 243
left-circular, 243
linear, 243
right-circular, 244
Polarization charges, compared to true charges, 317
Polarization current, 134, 285, 288, 289, 317
Polarization current density, 285
in terms of polarization vector, 288
Polarization currents, compared to true currents, 317
Polarization energy density, 323
Polarization surface charge, 283, 284, 287, 288, 289

Polarization surface charge density, 284, 286
in terms of polarization vector, 288
Polarization vector:
definition of, 278
relationship with $\mathbf{E}, 281$
units of, 278
Polarization volume charge, 284, 287, 288, 289
Polarization volume charge density, 286
in terms of polarization vector, 288
Polarizing field, 276, 279
Position vector:
in cartesian coordinates, 13-14
in cylindrical coordinates, 16
in spherical coordinates, 17-18
Potential, 106, 107
electric scalar (see Electric scalar potential)
electrostatic (see Potential field)
magnetic scalar, 356, 357
magnetic vector (see Magnetic vector potential)
time varying scalar, 210 ; see also Electric scalar potential
time varying vector, 210; see also Magnetic vector potential
Potential difference, 103-105, 202, 221
compared to voltage, 202
units of, 105, 522
Potential energy, 103, 105, 119, 155, 228
of continuous charge distribution, 223, 224
of solenoidal current distribution, 226-228
of system of point charges, 222
Potential field:
at large distances, 109-112
of electric dipole, 109
of infinite line charge, 113-115
of line charge, 115,178
of point charge, 107, 109-111, 178
of point charges, 108, 111-112
of spherical volume charge, 348-350
of surface charge, 115,178

Potential field (contd.)
of volume charge, 115,178
Potentials:
differential equations for, 178
for Hertzian dipole, 492-494
retarded, 492
wave equations for, 490
Power:
associated with movement of charge, 230-231
dissipated in a conductor, 322, 376
radiated by an antenna, 233-234
time-average, 250
unit of, 522
Power balance, at junction of transmission lines, 426
Power density:
associated with electromagnetic field, 232
complex, 249
time-average, 249
Power dissipation density, in a conductor, 322, 376
Power flow:
along a transmission line, 407, 442
for a parallel-plate waveguide, 456
in an electromagnetic field, 230234
into a good conductor, 473-474
Poynting, 232
Poynting theorem, 232
complex, 250, 325
Poynting vector, 232, 246, 247
complex, 248, 325
for material medium, 325
interpretation, 232
surface integral of, 232, 247
time-average, 248
units of, 232
Product:
cross (see Cross product of vectors)
dot (see Dot product of vectors)
scalar (see Dot product of vectors)
vector (see Cross product of vectors)
Projection of vectors, 9
Propagation:
electromagnetic wave, 252, 408; see

Propagation (contd.) also Wave propagation
velocity of (see Velocity of propagation)
Propagation constant:
for lossy medium, 469
$Q$ factor:
definition of, 480
for parallel-plate resonator, 480481
Quadrupole, 82, 109, 111, 112
linear electric, 122
magnetic, 186
oscillating electric, 518
rectangular electric, 129
Quality factor (see $Q$ factor)
Quantum theory, 263
Quarter wave transformer, 442
R Radiation, 489-500
Radiation fields:
for Hertzian dipole, 495
for short dipole, 499
Radiation intensity:
definition of, 499-500
for Hertzian dipole, 500
normalized, 500
Radiation resistance:
definition of, 497
for Hertzian dipole, 497
for short dipole, 499
Rationalized MKS units, 76, 521
Reactance, input (see Input reactance)
Real part, 237
Rectangular coordinate system (see Cartesian coordinate system)
Rectangular waveguide, 462
TE modes in, 462
TM modes in, 463
Reference point, 107, 113, 114
Reference potential, 107
Reflected wave, 425
Reflection coefficient:
current, 426
from the Smith chart, 448-449
generalized, 436

Propagation constant (contd.)
for plasma, 485
Propagation vector, 416
Proton, 73
charge of, 73
mass of, 73
Quarter wave transformer (contd.) in a waveguide, 460-462
Quasistatic approximation: behavior for frequencies beyond, 400-402
for a capacitor, 394, 397
for an inductor, 395,397
for a resistor, 397
method of finding condition for, 397-400
Quasistatic fields, 394
Quasistatics, 393-402
Reflection coefficient (contd.) voltage, 426
Reflection condition, for incidence on ionosphere, 488
Refractive index, phase, 488
Relative permeability, 312
for ferromagnetic materials, 315, 316
incremental, 316
Relative permittivity, 291
table of values of, 292
Reluctance, definition of, 390
Remanence, 316
Resistance:
definition of, 375
radiation (see Radiation resistance)
voltage-to-current relationship for, 397
units of, 375
Resistor (see also Resistance)
quasistatic approximation for, 397
Resonance, 479
Resonant frequencies, for parallel-plate resonator, 480
Resonator:
cavity, 480
Fabry-Perot, 481-483

Resonator (contd.)
parallel-plate, 477-483
$Q$ of, 480
Retarded potentials, 492
for Hertzian dipole, 493-494
Retentivity, 316
Scalar:
definition of, 1
gradient of, 32
Laplacian of, 59
Scalar fields, 25-27
graphical representation of, 26
Scalar function, 25
rate of increase of, 32, 36
Scalar potential:
electric (see Electric scalar potential)
magnetic (see Magnetic scalar potential)
Scalar product (see Dot product of vectors)
Scalar triple product, 7, 21
Scalar wave equation, one-dimensional, 409
Scalars, examples of, 1
Second, definition of, 521
Secondary fields, 281, 289, 305, 310, 311
Self inductance, 385
Semiconductors, 263, 265, 267
conductivity of, 268
extrinsic, 265
intrinsic, 265
Separation of variables technique, 359360
Sheet charge, 83, 99, 102, 103
Shielding, 473
Short-circuited line:
input impedance of, 434-435
standing wave patterns for, 433
voltage and current on, 430-433
Short dipole:
current distribution along, 497, 498
directivity for, 500
normalized radiation intensity for, 500
radiation fields for, 499

Right-hand coordinate system:
cartesian, 11
cylindrical, 15
spherical, 17
Ring charge, 123

Short dipole (contd.)
radiation resistance for, 499
time-average power radiated by, 499
Sink of charge, 157
Sink of fluid, 93
Sinusoidal steady state, traveling waves in, 429-442
Sinusoidally time varying fields:
Maxwell's equations for, 244-245
phasor representation of, 234-245
Skin depth, 472
for copper, 473
Skin effect, 473
inductance due to, 476
resistance due to, 476
Slab charge, 102
Smith chart, 445
applications of, 448-454
development of, 445-448
use as admittance chart, 451-452
Snell's law, 488
Solenoid, 147
magnetic field due to, 147-149, 173-177
Solenoidal vector, 173
Solid, crystalline, 263
Solid angle, 94, 126, 522
computation of, 212-214
unit of, 94, 522
Source distributions, analogous, 177, 179
Source of charge, 157
Source of fluid, 93
Source point-field point notation, $£ 9$, 142
Source points, 89
Space charge, in vacuum diode, 350352
Spherical cavity:
average electric field due to m in, 302-303

Spherical cavity (contd.)
average electric field due to $\mathbf{p}$ in, 279-280
Spherical coordinate system:
coordinates for, 16, 18
curl in, 53
differential lengths, 17, 18
differential surfaces, 17, 18
differential volume, 17, 18
divergence in, 47
gradient in, 36
Laplacian of scalar in, 59
Laplacian of vector in, 60
limits of coordinates, 18
orthogonal surfaces, 16,18
position vector, 17-18
unit vectors, 17,18
Spin:
electronic, 296
nuclear, 296
Standing wave patterns, 433
example of determination of, 439441
for line short-circuited at both ends, 434
for partial standing wave, 436-439
for short-circuited line, 433
Standing wave ratio, voltage (see VSWR)
Standing waves:
complete, 432
limitations imposed by, 443
partial, 436
Static electric field:
conservative property of, 117, 178
laws and formulas, 178
Maxwell's equations for, 178
realizability of, 118
Static magnetic field:
laws and formulas, 178
Maxwell's equations for, 178
T Tangential component of E, boundary condition for, 330
Tangential component of $\mathbf{H}$, boundary condition for, 331
Tapered trasmission line, 514
$\mathrm{TE}_{m, 0}$ modes:

Steady state, sinusoidal (see Sinusoidal steady state)
Stokes' theorem, 56-58
Stream lines (see Direction lines)
Stub, 443
Stub matching, 443
analytical solution, 443-445
solution by Smith chart, 452-453
Subtraction of vectors, 2-3
parallelogram law of, 3
Surface:
as a vector, 13
Gaussian (see Gaussian surface)
Surface charge, 82
electric field of, 89, 178
polarization, 283, 284, 287, 288, 289
potential field of, 115, 178
Surface charge density, 82
polarization, 284, 286, 288
units of, 82
Surface current, 149
magnetic field of, 178
magnetic vector potential due to, 164, 178
magnetization, 306, 310
Surface current density, 149
magnetization, 308, 310
Surface integral, 37-40
closed, 39
evaluation of, 39-40
to volume integral, 48
Surfaces:
differential (see Differential surfaces)
equipotential (see Equipotential surfaces)
of constant phase, 245, 415
Susceptance, input, 453
Susceptibility:
electric, 281
magnetic, 304
$T E_{m, 0}$ modes (contd.)
guide impedance for, 459
in parallel-plate waveguide, 458,460
transmission-line equivalent for, 459
$\mathrm{TE}_{m, 0, l}$ modes, 480

TE wave, 423
in parallel-plate waveguide, 456
TEM wave, 421
TEM wave propagation, wave equation for, 421
Test charge, 74
in crossed electric and magnetic fields, 194-196
moving, 135, 193
Test mass, 73
Tetrahedron, volume of, 62
Thermal agitation, 263
Three-dimensional representation, of traveling wave, 410
Time-average energy density:
in electric field, 249,323
in magnetic field, 249, 324
Time-average power, 250
Time-average power flow:
along a parallel-plate waveguide, 456
along a transmission line, 442
Time-average Poynting vector, 248
for Hertzian dipole fields, 496
Time constant, for decay of charge inside a conductor, 271
Time domain, traveling waves in, 424429
Time-varying fields, Maxwell's equations for, 252, 317, 320-321
TM modes, 463
TM wave, 423
Toroid, 188
Toroidal conductor, 387
Toroidal magnetic core, 388
Torque:
on a current loop, 341
on an electric dipole, 339
Transient waves, 428
Transmission coefficient:
current, 426
voltage, 426
Transmission line, 405
characteristic impedance of, 422
distributed circuit representation of, 406, 476, 477
lossy, 475-477

Transmission line (contd.)
power flow along, 407
tapered, 514
Transmission-line admittance (see Line admittance)
Transmission-line current, notation, 423
Transmission-line equations, 405
circuit representation of, 405-406 derivation of, 403-405
Transmission-line equivalent, for power flow for TE waves, 459
Transmission-line impedance (see Line impedance)
Transmission-line input impedance, variation with frequency, 443
Transmission-line matching, 442-454 by stub (see Stub matching)
Transmission-line voltage, notation, 423
Transmission-line waves, 422
analogy with uniform plane waves, 422
between imperfect conductors, 475476
power flow associated with, 423-424
Transmission lines, power balance at junction of, 426
Transmitted wave, 425
Transverse electric wave (see TE wave)
Transverse electromagnetic wave, 421
Transverse magnetic wave, 423
Transverse plane, 421, 422
Traveling wave:
three-dimensional representation of, 410
velocity of propagation of, 410
Traveling waves:
in sinusoidal steady state, 429-442
in time domain, 424-429
True charge density, 289, 311, 317
True charges:
compared to polarization charges, 317
examples of, 317
True current density, 289, 311, 317
True currents:
compared to magnetization currents,
317
compared to polarization currents,
317

True currents (contd.) examples of, 317
Two-dimensional dipole:
electric, 118,125
magnetic, 173, 185

Uniform plane wave in three dimensions (contd.)
propagation vector for, 416
Uniform plane waves, 412
analogy with transmission-line waves, 422
power flow associated with, 412
Uniqueness theorem, 362-363
Unit circle, 446
Unit conductance circle, 452
Unit normal vector to a surface:
from cross product, 34,35
from gradient, 35
Unit vector, 4
from cross product, 7
Unit vectors:
cross products of, 22
dot products of, 22
in cartesian coordinates, 11,18
in cylindrical coordinates, 15,18
in spherical coordinates, 17,18
partial derivatives of, 31
Units:
International system of, 521
MKS rationalized, 76
table of, 523-526

Vector (contd.)
multiplication by a scalar, 3, 20
position (see Position vector)
unit (see Unit vector)
unique definition of, 490
Vector addition (see Addition of vectors)
Vector analysis, rules of, 1
Vector cross product (see Cross product of vectors)
Vector dot product (see Dot product of vectors)
Vector fields, 27-29
Vector identities, 56, 61, 62

Vector notation, 1
Vector product (see Cross product of vectors)
Vector subtraction (see Subtraction of vectors)
Vector wave equation, 408
Vectors:
addition of, 2, 20
components of, 19,25
cross product of, 5, 6, 20
differences and similarities with phasors, 239-242
differentiation of, 29-32
dot product of, 4, 20
equality of, 1,20
examples of, 1
integration of, 43
proportionality of, 91
scalar triple product of, 7, 21
subtraction of, 2, 3
unit (see Unit vectors)
Velocity:
drift, 265, 266, 267
group (see Group velocity)
phase (see Phase velocity)
Velocity of light, in free space, 140
Velocity of propagation, of traveling wave, 410
Volt, definition of, 105, 522
W Watt, definition of, 522
Wave:
incident, 425
reflected, 425
TE (see TE wave)
TEM, 421
TM, 423
transmitted, 425
Wave equation:
for a plasma medium, 485
for TEM wave propagation, 421
scalar (see Scalar wave equation)
vector, 408
Wave equations:
inhomogeneous, 490
scalar, 408-409
Wave impedance, 434; see also Line impedance

Voltage:
compared to potential difference, 202
induced, 197
Voltage reflection coefficient, 426
Voltage standing wave ratio:
definition of, 438
from the Smith chart, 450
Voltage transmission coefficient, 426
Volume, differential (see Differentia' volume)
Volume charge, 82
electric field of, 89,178
potential field of, 115,178
spherical, 83
Volume charge density, 82
polarization, 286
units of, 82
Volume current, 149
magnetic field of, 178
magnetic vector potential due to, 164, 178
Volume current density, 149
magnetization, 308, 310
polarization, 285, 288
Volume integral, 36-37
evaluation of, 37
VSWR (see Voltage standing wave ratio)

Wave impedance (contd.)
for normal incidence on perfect conductor, 434
for partial standing wave, 436
for TE waves in parallel-plate waveguide, 459
Wave propagation:
in good conductor, 472
in lossy media, 468
in perfect dielectric, 408
in plasma, 484
Waveguide:

```
parallel-plate (see Parallel-plate
        waveguide)
rectangular (see Rectangular wave-
        guide)
```

Wavelength:
apparent, 417

Wavelength (contd.)
definition of, 413
guide, 458
times frequency, 414
Waves:
Electromagnetic (see Electromagnetic waves)
Standing (see Standing waves)
Transient, 428
Transmission-line (see Transmission-

Waves (contd.)
line waves)
Traveling (see Traveling waves)
Work, 104, 117
for assembling a solenoidal current distribution, 226-228
for assembling a system of point charges, 221-223
in displacing a charge, 230

