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Inverse scattering for rotationally scanned
optical coherence tomography
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Optical coherence tomography of luminal structures, such as for intravascular or gastrointestinal imaging, is
performed by using a fiber-optic catheter as a beam-delivery probe. The interrogating beam is scanned angu-
larly by rotating the fiber around a fixed central axis. Because the beam is focused only at a fixed distance from
the center of the fiber, only scatterers near this distance are resolved. We present a solution of the inverse
scattering problem that provides an estimate of the susceptibility of the sample for an angularly scanned
Gaussian beam focused at a fixed distance from the origin. This solution provides quantitatively meaningful
reconstructions while also extending the volume of the sample that is resolvable by the instrument. © 2006
Optical Society of America

OCIS codes: 100.3010, 110.4500.
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. INTRODUCTION
he utility of noninvasive and minimally invasive medi-
al imaging techniques, such as optical coherence
omography1,2 (OCT), is determined in large part by the
egree to which the images provide a unique view or con-
rast with diagnostic value. Although OCT can achieve
icrometer-scale resolution, it has a limited penetration

epth of 1–2 mm. This depth limits the application of
CT to external tissue surfaces unless minimally inva-

ive techniques are used. Fiber-optic OCT catheters have
een integrated with endoscopes to image the esophagus,
olon, and other internal organs and mucosal tissue.3–11

n these instruments, the illumination originates inside
he object or tubular lumen being imaged, and is usually
canned azimuthally around the long axis of the catheter.
s the catheter is azimuthally scanned and translated
long the long axis of the catheter, a three-dimensional
3-D) image of the object is acquired. Because the beam is
ypically focused at a fixed distance from the catheter, the
epth of focus of the resulting images is confined to a nar-
ow annulus. In previous work12 we developed a method
o resolve scatterers outside of the focus by solving the in-
erse scattering problem for the case that the beam direc-
ion is fixed and the central position of the beam is
canned over a two-dimensional (2-D) plane. In this pa-
er, we analyze the inverse scattering problem for the azi-
uthally and longitudinally scanned catheter. The rela-

ionship between the object susceptibility and the
cquired OCT reflectance data is derived, a simulation is
erformed to demonstrate the potential utility of the al-
orithm, and the resolution is found for various values of
he imaging system parameters.

An endoscope, used to explore the tubular lumens
ithin the human gastrointestinal tract, typically con-

ists of a long, flexible device of 1 cm diameter or less. In-
ide the endoscope, in addition to white-light illumination
nd CCD imaging optics, are working channels through
hich various instruments for biopsy or manipulating tis-
1084-7529/06/102433-7/$15.00 © 2
ue are passed. For example, tissue biopsy samples can be
xtracted and withdrawn by forceps or suction. Smaller-
iameter catheters are used in the cardiovascular system,
.g., for the insertion of balloons for angioplasty or to de-
loy stents.13 Intravascular catheters minimize invasive-
ess and provide access to vascular lesions associated
ith cardiovascular disease.
Image guidance is an important application of catheter-

ased imaging. While many surgical procedures utilize
xternal imaging methods such as x-ray computed tomog-
aphy and magnetic resonance imaging, integrated image
uidance simplifies the apparatus because external regis-
ration is not required. Additionally, such external imag-
ng methods are expensive and some may expose the pa-
ient to ionizing radiation. Ultrasound transducers have
een integrated into catheters, but the resolution is lim-
ted by the relatively long wavelength of sound waves in
queous media. Catheter-based OCT imaging is used for
mage guidance, for in vivo diagnosis, and possibly for
rognostic assessment.14 For example, OCT has been
sed to identify potentially dangerous arterial plaques
nd lipid pools in the coronary artery.15 The appeal of
atheter-based OCT is its combination of small size, high
esolution, and imaging speed for minimally invasive im-
ging.
OCT operates by illuminating the object with a focused,

roadband beam. The backscattered light is collected, and
y using interferometric detection, the time delay and
herefore the distance along the beam to scatterers inside
he object are determined. By scanning the beam through
he object, the locations of scatterers in three dimensions
an be found. The resolution of OCT in the axial direction,
long the direction of propagation of the beam, is deter-
ined primarily by the bandwidth of the light source.
owever, the resolution in the transverse direction is not

onstant along the beam. At the focus of the beam, the
esolution is determined by the focused spot size, but
way from the focus the resolution degrades because the
006 Optical Society of America
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eam is diverging or converging. This loss of resolution is
sually assumed to be an inevitable consequence of defo-
us.

In previous work, we showed that, after solution of the
nverse scattering problem, the transverse resolution of
catterers in the unfocused region is the same as the reso-
ution of scatterers at the focus. More specifically, we de-
ived a set of equations connecting the structure of the
ample with the OCT data. We then obtained an analytic
olution of these equations and developed a set of com-
uter algorithms based on that solution. The algorithms
roduce reconstructions with a uniform resolution equal
o that seen in the focus of the unprocessed data.12 That
nalysis was for the case in which the beam orientation is
xed and the position of the central axis of the beam is
ranslated on a 2-D linear Cartesian grid to obtain an im-
ge. The improvement in resolution for the out-of-focus
egions was effected by treating the data as input to an
nverse scattering problem based on the physics of OCT
maging. In a similar manner, this paper addresses the
nverse scattering problem for OCT, but for the case of an
zimuthally scanned catheter rather than the lateral
ranslation as in the earlier paper. We show that features
ay be resolved by computed reconstruction outside the

ocus, thus extending the region in which features can be
isualized, and potentially improving our ability to detect
hanges that are clinically significant.

In this work, the OCT catheter design considered is one
here a focused beam is directed perpendicular to the

atheter. Typically these catheters consist of a single-
ode optical fiber, a focusing lens (typically a graded-

ndex lens cemented or fused to the fiber), and a right-
ngle prism or a custom cleaved surface for reflecting the
eam by 90 deg to the side of the catheter. An illustration
f this design is given in Fig. 1. By rotating the catheter
bout its long axis, the beam may be directed along any
ath perpendicular to the axis. By pushing or pulling the
atheter, the beam is translated along the long axis of the
atheter. Together these two degrees of freedom enable
he instrument to scan a cylindrically shaped volume
round the catheter. Typical imaging with this catheter
esign involves acquisition of axial scans (either in the
ime or frequency domain) while rotating the catheter
hrough 360 deg, advancing the catheter a small distance
long its long axis, and then repeating the measurement.

ig. 1. Diagram of an OCT catheter. A single-mode fiber guides
n optical signal, which is focused into a converging beam by the
ens. The prism directs the beam at a right angle to the catheter.
he beam is scanned azimuthally, rotating around the long axis
f the catheter and is translated along the long axis of the cath-
ter to collect cylindrical 3-D volumes of data.
fter acquisition, one possesses a data set parameterized
y the illumination frequency (or time delay), the angular
oordinate of the catheter during the scan, and the trans-
ational position of the catheter along its axis. With our
olution of the inverse problem, we infer the object sus-
eptibility from these data.

We note that a similar synthetic aperture imaging
roblem also arises when imaging with ultrasound
atheters16 because some ultrasound catheters employ
ngularly scanned focused beams. A related inverse prob-
em common to synthetic aperture imaging is the inver-
ion of reflectance data from spherical averages.17–21 The
ollowing analysis differs in that it addresses the finite
A Gaussian beam, rather than approximating the
aussian beam by a spherical wave. Other approaches to

nversion of data from focused ultrasound beams include
he virtual source method,22 which uses the synthetic ap-
rture focusing technique to form the image.23,24 These
ethods do not provide a quantitatively meaningful solu-

ion of the inverse scattering problem in the way our
ethod does. Additionally, this solution to the inverse

cattering problem also may have computational speed
dvantages when combined with fast inverse Radon
ransform techniques and fast Fourier transforms, rather
han the backprojection- and backpropagation-based im-
ge formation methods.

. FORWARD PROBLEM
his work draws heavily on a previous paper12 in which

he inverse problem for OCT with a linearly scanned
aussian beam is developed. In the previous paper, the
aussian beam is translated in a straight line perpen-
icular to its axis, rather than being rotated about the ori-
in.

We consider an experiment in which a Gaussian beam
riginates at a position with Cartesian coordinates
0,p ,0�. Let us denote Cartesian coordinates fixed rela-
ive to the sample by r= �x ,y ,z�, and let us denote Carte-
ian coordinates fixed relative to the beam by r�
�x� ,y� ,z��. For each fixed axial position of the fiber, y
y�=p. The beam is directed at an angle � from the z axis
nd along the z� axis. The coordinates may be related by a
otation matrix R��� so that r=R���r� where

R��� = �
cos � 0 sin �

0 1 0

− sin � 0 cos �
� . �1�

he beam is focused a distance z0 from the y axis. The
eld is polychromatic with power spectrum A2�k� where
=� /c is the wavenumber associated with frequency �.
he width of the beam waist is a function of frequency
iven by W�k�=� /k, where �=� /NA, and NA is the nu-
erical aperture of the focused beam. The beam is rota-

ionally scanned so that the signal is sampled for all
ngles −�����, and the beam is also translated along
he y axis to cover all axial coordinates p. Figure 2 illus-
rates this notation.

In our previous work, it was assumed that the direction
f propagation of the beam was fixed to be along the z di-
ection. The location of the center of the beam in the waist
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lane was given by r0. Then the signal measured in the
nterferometer given by the expression S̃�r ,k� is given by

S̃�r,k� = i�2��−2A�k�k−1�
V

d3r��r�f2�r − r0;k�, �2�

here ��r� is the susceptibility of the sample being
robed, and f2�r� ;k� is given by the expression

f2�r�;k� =
1

�2��2 � d2� exp�− i� · r��
1

2��2

k2 +
i�z� − z0�

k �−1

	 exp�−
�2�2

4k2 �exp�i�z� − z0�	�2k�2 − �2
, �3�

here �= ��x ,�y ,0� and the integral is over the �x, �y plane.
ote that, unlike in Ref. 12 we do not make the paraxial
pproximation for the phase term. In this work, the signal
epends on frequency, positions along the y axis, and the
ngle of propagation of the beam as described above. This
ignal, S̃�k ,p ,��, may be found from Eq. (2) by writing the
ntegrand in the coordinates stationary with respect to
he beam. Thus we obtain

S̃�k,p,�� = i�2��−2A�k�k−1�
V

d3r���R���r�
f2�r� − pŷ;k�.

�4�

y substituting Eq. (3) into Eq. (4) and rearranging
erms, we find

S̃�k,p,�� =
i

2
A�k�k−1� d2� exp�− iz0	�2k�2 − �2


	exp�−
�2�2

4k2 �
	� d3r�exp�− i� · �r� − pŷ�
��R���r�


	��2

k2 +
i�z� − z0�

k �−1

exp�iz�	�2k�2 − �2
. �5�

n our analysis of the OCT inverse problem on a Carte-
ian grid, we found that under certain reasonable ap-
roximations, the data could be related to the object sus-
eptibility through a resampling scheme in the Fourier

ig. 2. Geometry of the derivation. A Gaussian beam originates
t a position x=0, y=p, z=0, and travels parallel to the x�–z�
lane at an angle � from the x axis. The Gaussian beam is fo-
used so the beam waist is a distance z0 from the y axis.
omain.12 We derive a similar relation here. To do so, it

ill be advantageous to replace ��2

k2 +
i�z�−z0�

k

 with an ap-

roximation commensurate with the natural geometry of
he problem. Explicitly, we replace z� with 
�=	z�2+x�2.
or most OCT systems, the bandwidth is a small frac-

ion of the central frequency, and so we replace 1/k2

ith 1/kk0. Thus the factor ��2

k2 +
i�z�−z0�

k

 is replaced by

1
k��2

k0
+ i�	x�2+z�2−z0�
. This expression is slowly varying

elative to the rapidly varying phase of the term
xp�iz�	�2k�2−�2
, and so approximations to it tend not to
hange the result greatly. With this substitution,

S̃�k,p,�� =
i

2
A�k� � d2� exp�− iz0	�2k�2 − �2
exp�−

�2�2

4k2 �
	� d3r�exp�− i� · �r� − pŷ�
��R���r�


	��2

k0
+ i�
� − z0��−1

exp�iz�	�2k�2 − �2
. �6�

o evaluate this integral, we change variables in the in-
er integral to the coordinates stationary in the reference
rame of the sample, r�=R�−��r.

˜ �k,p,�� =
i

2
A�k� � d2� exp�− iz0	�2k�2 − �2


	exp�−
�2�2

4k2 �exp�i�yp�

	� d3r exp
− i�� − ẑ	�2k�2 − �2
 · R��− ��r
�

	��r���2

k0
+ i�
 − z0��−1

, �7�

here 
=
�=	x2+z2. It may be seen that the integral over
results in a Fourier transform if we note that

�− ẑ	�2k�2−�2
 ·R�−��r=R�����− ẑ	�2k�2−�2
 ·r, after
hich we obtain

S̃�k,p,�� =
i

2
A�k� � d2� exp�− iz0	�2k�2 − �2


	exp�−
�2�2

4k2 �exp�i�yp�

	�̃
− R����� − ẑ	�2k�2 − �2
�, �8�

here �̃��� is the weighted Fourier transform of ��r�
iven by

�̃��� =� d3r exp�ir · ����r���2

k0
+ i�
 − z0��−1

. �9�

o change the integral over � to a cyclic convolution, we
ake the substitution 	�2k�2−�y

2 cos �=�x so that
�2k�2−�2 sin �=	�2k�2−�2, after which we obtain
y
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S̃�k,p,�� =
i

2
A�k� � d�yexp�i�yp��

0

�

d���	�2k�2 − �y
2 sin �


	exp�− iz0	�2k�2 − �2
exp�−
�2�2

4k2 ��
	�̃
− R����x̂ cos �	�2k�2 − �y

2

+ ŷ�y − ẑ sin �	�2k�2 − �y
2
�. �10�

or brevity, we define the kernel function K�k ,�y ,��:

K�k,�y,�� =
i

2
A�k��	�2k�2 − �y

2 sin �


	exp�− iz0	�2k�2 − �2
exp�−
�2�2

4k2 � . �11�

e note that the cos � next to x̂ and the sin � next to ẑ in
q. (10) effect a rotation in the x–z plane through an
ngle −� of a vector x̂	�2k�2−−�y

2. Given this, we can ex-
ress Eq. (10) as a cyclic convolution:

S̃�k,p,�� =� d�y exp�i�yp��
0

�

d�K�k,�y,��

	�̃
− R�� − ���x̂	�2k�2 − �y
2 + ŷ�y
�. �12�

y combining the rotations R��� and R�−��, we find that
he integral over � is a cyclic convolution. This cyclic con-
olution can be performed efficiently using the product of
ourier series coefficients. To put Eq. (10) into diagonal

orm, we define the following functions of the data, the
ernel, and the structure function:

S̃
˜ �k,�p,n0� =�

−



 �
−�

�

dpd� exp�ip�p�exp�i�n��S̃�k,p,��,

�13�

K̃�k,�y,n�� =�
0

�

d� exp�i�n��K�k,�y,��, �14�

�̃̃�k,�y,n�� =�
−�

�

d� exp�i�n���̃
− �x̂ cos �	�2k�2 − �y
2

+ ŷ�y + ẑ sin �	�2k�2 − �y
2
�, �15�

here n� is an integer on �−
 , 
 
. If we insert the defini-
ions of Eqs. (13)–(15) into Eq. (12), we find the following
elationship:

S̃
˜ �k,�p,n�� = K̃�k,�p,n���̃̃�k,�p,n��. �16�

n this form we see that S̃
˜

and �̃̃ are related by a diagonal
ntegral operator whose kernel is K̃�k� ,�p� ,n�����k−k��

���p−�p���n�,n
��
. Explicitly S̃̃=K̃�̃̃ where K̃ is the integral

perator:
�K̃�̃̃
�k,�p,n�� =� dk�� d�p��
n�

K̃�k�,�p�,n�����k − k��

	���p − �p���n�,n
��
�̃̃�k�,�p�,n���. �17�

his diagonal operator will simplify finding solutions to
pecific inverse problems.

. INVERSE PROBLEM
quation (16) defines a linear relationship between the
bject structure and the data. To better understand how
o invert this relationship, the relationship between the
ata S̃�k ,p ,�� and the object ��r� is written explicitly:

S̃�k,p,�� =
1

4�2 � d�y exp�− i�yp�

	 �
n�=−





exp�− i�n��K�k,�y,n��

	� d3r��r���2

k0
+ i�
 − z0��−1

	�
−�

�

d� exp�i�n��exp
− ir · R���

· �x̂	2�k�2 − �y
2 + ŷ�y
�, �18�

here K̃�k ,�p ,n�� is given explicitly by

K̃�k,�p,n�� =
i

2
A�k��

0

�

d� exp�i�n��

	exp�−
�2k�2 cos2 � + �p

2 sin2 �

2

�2

2k2�
	exp�− iz0 sin �	�2k�2 − �p

2


		�2k�2 − �p
2sin �. �19�

quation (18) can be rewritten to use a Fredholm-type
ernel ��k ,p ,� ,r� such that

S�k,p,�� = �� =� d3r��k,p,�,r���r�. �20�

lthough Eq. (20) may not be strictly solvable, a least-
quares solution �+ can be found by minimizing a func-
ional:

�+ = arg min
�

�S − ���2

= arg min
�

�
0




dk�
−





dp�
−�

�

d��S�k,p,��

− ���r��2. �21�

he least-squares solution is then given by the pseudo-
nverse �+= ��†��−1�†S. While this solution is formally
orrect, the inverse ��†��−1 can be difficult to compute in
ractice. Instead, we find the least-squared error solution
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or the weighted Fourier transform �̃̃+ that, while not di-
ectly minimizing the error relative to the measurements,
till constrains the estimated object structure to be con-
istent with the data:

�̃̃+ = arg min
�̃̃

�S̃̃ − K�̃̃�2 + ���̃̃�2

= arg min
�̃̃

�
0




dk�
−





d�p �
n�=−





�S̃˜ �k,�p,n��

− K�k,�p,n���̃̃�k,�p,n���2 + ���̃̃�k,�p,n���2. �22�

his least-squares solution keeps the object estimate con-
istent with Eq. (16). Also included is a Tikhonov regular-
zation term to stabilize the solution, with regularization

arameter �. The solution �̃̃+ is

�̃̃+�k,�p,n�� =
S̃
˜ �k,�p,n��K*�k,�p,n��

�K�k,�p,n���2 + �
. �23�

his least-squares solution is a numerically simpler
ethod of estimating the object structure. Starting with

ata given by S�k ,p ,��, we can compute S̃
˜ �k ,�p ,n�� by us-

ng Eq. (13). Using Eq. (23) one can compute �̃̃+�k ,�p ,n��.
hen Eq. (15) can be solved for �̃+ by taking the discrete

nverse Fourier transform of �̃̃+ with respect to n�. Fi-
ally, a 3D inverse Fourier transform computes �+�r�
rom �̃+. In the limit that �→0 and all data are continu-
usly available, this approach yields an exact solution for
�r�. In the more realistic case that a regularized solution

s employed, a stable solution is obtained.

. SIMULATION
o demonstrate the algorithm, we implemented a simula-
ion of the forward and inverse scattering in the radial
CT geometry. A synthetic object was created comprised
f pointlike scatterers. The simulated OCT data were cal-
ulated from the exact forward problem by using Eq. (4),
nd then the regularized solution of the inverse scatter-
ng solution was calculated by using Eq. (23). The simu-
ation is of a pseudo-3D object that is invariant along the
axis, so that the object is effectively 2-D.
The simulation was performed with lengths in units of

he central wavelength of the illumination. Typical center
avelengths for OCT imaging are between 800 and
400 nm. The cross section of the simulated object was
aken to be approximately 135 by 135 �. The Gaussian il-
umination beam was assumed to be focused 45 � from
he origin, with a beam waist width of 2.5 �. The scatter-
rs were placed 15–60 � from the origin at randomly se-
ected angles relative to the x axis. The simulated source
as taken to have a Gaussian spectrum with a FWHM

ractional bandwidth of approximately 25%. Each of the
catterers had the same susceptibility.

The forward-scattering problem was implemented by
irectly summing the contribution of each point scatterer
ndividually by using Eq. (4). This was achieved by sum-

ing for each sampled data point S̃�k ,�� the total col-
ected backscattered amplitude for all of the scatterers at
heir respective positions r�, the amplitude f2�r� ;k�, as
pecified in Eq. (3). Note that in Eq. (3) the exact phase
ather than the Fresnel quadratic approximation was
sed to more accurately compute the data for a high-NA
eam. To show the equivalent OCT image, the data were
nverse Fourier transformed along the k axis, yielding
�r ,��. The resulting S�r ,�� is displayed in a polar plot in
ig. 3(a). The dotted circle in the diagram indicates the
adius at which the Gaussian beam is focused. Note that
he images of points located closer to the origin than the
ocus (inside the circle) curve toward the origin, and the
oints located further from the origin than the focus curve
outside the circle) away from the origin, as would be ex-
ected.
The inverse scattering problem was implemented by

sing the approximate solution embodied in Eq. (23). The
ata are given as S̃�k ,��. To utilize Eq. (23), several
ourier-transform steps were needed. The inverse scat-

ering algorithm was implemented by using the following
teps:

1. The data S̃�k ,�� were Fourier transformed with re-

pect to � to yield S̃
˜ �k ,n��.

2. The function K̃�k ,�� was calculated (using �p=0) and
hen Fourier transformed with respect to � to yield
˜ �k ,n�� as per Eq. (19).

ig. 3. Simulated and reconstructed OCT catheter images. The
imulated area is 135 by 135 �, and the Gaussian beam has a 2.5
beam waist, focused 45� from the origin. (a) Simulated OCT

ata for randomly scattered point objects. The dotted circle coin-
ides with the focus radius of the Gaussian beam, and the dark
enter represents the location of the OCT catheter. Points inside
he circle have wavefronts that curve toward the origin, and
oints outside the circle have wavefronts that curve away from
he origin. (b) Reconstruction of the point sources from the simu-
ated data.
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3. The regularized �̃̃+�k ,n�� was calculated by using
q. (23).

4. �̃̃+�k ,n�� was inverse Fourier transformed with re-
pect to n� to yield �̃+�k ,��.

5. The �̃+�k ,�� was inverse Fourier transformed with
espect to k to yield �R

+ �l ,��, the Radon transform of
+�x ,z�.
6. The inverse Radon transform of �R

+ �l ,�� was per-
ormed to yield �+�x ,z�, the Tikhonov-regularized inverse.

The inverse Radon transform was used as a convenient
ay to convert from the polar representation of the Fou-

ier transform �̃+�k ,�� to its inverse Fourier-transform
artesian counterpart �+�x ,z�, using the Fourier projec-

ion slice theorem. Unfortunately, many implementations
f the inverse Radon transform, such as the filtered back-
rojection method that was used for this simulation, are
low, and therefore care will need to be exercised to en-
ure that the computational burden is not too great.
ethods exist to implement the inverse Radon transform

n O�N2 log N� time,25,26 rather than the O�N3� typical of
ost filtered backprojection inverse Radon transform
ethods.
The results of the inverse scattering computation are

hown in Fig. 3(b). As can be seen, the blurred arcs corre-
ponding to the point sources in the uncorrected OCT
ata are corrected to be pointlike when inverse scattering
s performed on the data. The algorithm correctly com-
ensates for the range-dependent blur and curvature of
he backscattered signal. Unlike in our previous work,12

he reconstructed image does not exhibit uniform resolu-
ion. The resolution of the reconstruction depends on the
istance from the origin. Because the beam width is wide
ear the origin, points nearer the origin than the focus
re overlapped by the beam for many angles �, so that the
esolution of points near the origin is high. At the focus,
he beam width is narrow and so the points near the focus
re also well resolved. Far from the origin, the beam is
ide and points are overlapped only by the beam for a
arrow range of angles given by the divergence of the
eam, so that the resolution degrades with distance from
he origin. Generally, the resolution is nearly constant be-
ween the origin and the focus radius, and slowly de-
rades to a constant angular resolution at radii further
han the focus. Therefore the most useful resolution will
e achieved for distances at or closer than the focus ra-
ius.
To explore the range-dependent resolution further, we

how a simulation of point scatterers reconstructed with
eams with various widths and focus radii. Figure 4 has
our parts, each of which is the simulated resolution of
oint scatterers for beams of different widths. The num-
er next to each curve is the focus radius for each simu-
ated beam. The resolution is measured as the FWHM of
he reconstructed point in the angular direction. Each
raph relates the FWHM resolution to the distance from
he axis to the simulated point. For small beam waists, as
n Figs. 4(a)–4(c), the resolution is approximately con-
tant for radii closer than the focus radius. Further from
he focus the FWHM resolution starts to increase. For the
ider beams, the transverse resolution near the origin
an be somewhat better than the width of the beam waist.
n the future, a closed-form expression for the range-
ependent resolution may be possible.
To examine the validity of the approximation made in

q. (6) of small fractional bandwidth, we simulate the re-
onstruction of point scatterers imaged with various
ource bandwidths. The simulated focus radius is 25 �,
nd the beam widths are 1.5 and 5 �. Figure 5 shows the
WHM axial resolution as a function of fractional band-
idth. The resolution should be approximately half of the

eciprocal of the fractional bandwidth, to which the simu-
ation conforms.

There are several other factors that can influence the
ractical limits of resolution that are not addressed here.
his derivation accounts only for single scattering, which

ig. 4. (Color online) Resolution chart showing FWHM trans-
erse point-spread-function (PSF) resolution of simulated point
ources situated at difference distances from the catheter axis, as
function of focus radius and beam width. The abscissa is the

istance from the origin from which the simulated point source is
laced. In each part, the number next to each curve is the dis-
ance away from the origin from which the beam was focused.
he beam waist for each part is (a) 1.5 �, (b) 3 �, (c) 4.5 �, (d) 6 �.

ig. 5. Resolution chart showing FWHM axial resolution of
imulated point sources imaged with two different beam widths
ocused 25 � from the catheter axis, for various fractional band-
idths of the source. The dotted curve corresponds to a 1.5 �
eam waist, and the solid curve corresponds to a 5 � beam waist.
SF, point-spread function.
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s a standard assumption in OCT, but one that is likely
ot to hold in sufficiently scattering tissues (e.g., the high-

ndex mismatch of the air–tissue boundary of alveoli in
he lungs). The index of refraction of the medium can vary
n tissue, sometimes up to 10% between water and lipids,
or example, which may introduce refraction of the beam
hat can distort the image as well. In addition, the cath-
ter may wobble as it is rotated around its axis, so that
here will be error in the focal radius. Finally, the optical
hase of the interference must be measured reliably, so
eatures in the tissue must be ranged to an accuracy of a
raction of a wavelength. While we believe these problems
re solvable, they may present an impediment to realiz-
ng the proposed resolution gains.

We have derived and demonstrated an algorithm that
nfers the susceptibility of a scatterer from the signal ac-
uired in angularly scanned OCT. These results will be
seful in catheter-based OCT and perhaps in endoscopic
r intravascular ultrasound as well. Other applications
ould include acoustic, sonar, and seismic sensing where
he imaged object is close to a focused transducer as well
s radar, microwave, and terahertz wave sensing of ob-
ects near a rotating dish antenna.
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