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Linear System Models for Ultrasonic
Imaging: Intensity Signal Statistics

Craig K. Abbey, Yang Zhu, Sara Bahramian, and Michael F. Insana, Fellow, IEEE

Abstract— Despite a great deal of work characterizing the
statistical properties of radio frequency backscattered ultra-
sound signals, less is known about the statistical properties of
demodulated intensity signals. Analysis of intensity is made more
difficult by a strong nonlinearity that arises in the process of
demodulation. This limits our ability to characterize the spatial
resolution and noise properties of B-mode ultrasound images.
In this paper, we generalize earlier results on two-point intensity
covariance using a multivariate systems approach. We derive the
mean and autocovariance function of the intensity signal under
Gaussian assumptions on both the object scattering function
and acquisition noise, and with the assumption of a locally
shift-invariant pulse-echo system function. We investigate the
limiting cases of point statistics and a uniform scattering field
with a stationary distribution. Results from validation studies
using simulation and data from a real system applied to a
uniform scattering phantom are presented. In the simulation
studies, we find errors less than 10% between the theoretical
mean and variance, and sample estimates of these quantities.
Prediction of the intensity power spectrum (PS) in the real
system exhibits good qualitative agreement (errors less than
3.5 dB for frequencies between 0.1 and 10 cyc/mm, but with
somewhat higher error outside this range that may be due to
the use of a window in the PS estimation procedure). We also
replicate the common finding that the intensity mean is equal
to its standard deviation (i.e., signal-to-noise ratio = 1) for fully
developed speckle. We show how the derived statistical properties
can be used to characterize the quality of an ultrasound linear
array for low-contrast patterns using generalized noise-equivalent
quanta directly on the intensity signal.

Index Terms— Envelope image, generalized noise-equivalent
quanta (GNEQ), image statistics, intensity signal.

I. INTRODUCTION

THE majority of ultrasonic images are viewed as some
form of an intensity image. Received pulse-echo signals

are demodulated to remove effects of a carrier frequency,
and an intensity image is formed that is then used for
display, often with subsequent operations of downsampling,
scan conversion, interpolation, and amplitude compression.
When the object being scanned can be considered as an
incoherent scattering medium, the result is an image in which
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higher regional intensities in the image correspond to higher
regional variability of acoustic impedance in the object. This
correspondence of mean image intensity with the variance
properties of the object underscores the somewhat more com-
plex statistical relationships in ultrasound images relative to
other imaging modalities. Nonetheless, statistical properties
are the basis for understanding how images convey infor-
mation about the object being imaged [1]–[7], and they are
a fundamental component of many image-quality measures,
including various definitions of signal-to-noise ratio (SNR),
contrast-to-noise ratio, cystic resolution, and noise-equivalent
quanta (NEQ) [8]–[12].

The physical basis of acoustic backscatter is generally
well understood [13]–[17]. Differences in the bulk material
properties of mass density and compressibility give rise to
mismatched acoustic impedance that causes backscattering
of the transmitted pressure pulse as it propagates through
tissue. The backscattered waves are coherently detected at the
transducer during the receive phase of a pulse-echo sequence.
Given that these signals arise from small-scale local variability
in tissue, it is natural to model them as a stochastic process.
There are many examples of analyzing the statistical properties
of backscattered radio frequency (RF) signals to determine
structural properties of tissue [18]–[21] or diagnose disease on
the basis of spatial texture [22], [23]. However, the nonlinear
transform inherent in an intensity signal (or its square root
the envelope signal) complicates the propagation of statistical
properties through this step. The most common statistical
models of intensity or envelope signals are distributions of
a single point, which utilize exponential or noncentral chi-
squared distributions for the intensity signal and Rayleigh
or Rician distributions for the envelope signal [24]–[28].
These distributions are typically justified by making Gaussian
assumptions on the underlying RF signal.

While point distributions are useful, many important sta-
tistical properties are contained in the spatial correlations
between different points in the image domain, which are
not captured by point distributions. Smith et al. [1] and
Wagner et al. [2], [3] made important contributions in this
area by drawing from the optics and stochastic processes
literature [29], [30] to derive two-point covariance functions
for intensity and envelope signals. These were also done in
the context of sound scattering for fully developed speckle in
which Gaussian assumptions are valid. The purpose of this
paper is to elaborate the approach of Wagner et al. [3] for
incoherent scatter in the context of linear systems. We assume
fully developed speckle, although not necessarily a uniform
scattering medium. We consider the intensity signal for our
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derivation, but it has been shown previously [31] that system
performance in low contrast detection tasks is relatively stable
to amplitude compression and other transformations of the
intensity signal.

The linear systems approach [5] allows us to express the
mean of the intensity signal as a linear system in which the
demodulated pulse intensity acts on the spatial variance map
of the object. This allows us to characterize the resolution
of the intensity image by the frequency transfer properties of
the pulse intensity function. We have also derived the spatial
covariance function of the signal function. In the special case
of a uniform random scattering field, a locally linear shift-
invariant (isoplanetic) system model, and stationary acquisition
noise, this allows us to characterize variability of the intensity
signal through its power spectrum (PS). Under the assumption
of stationary intensity statistics, the intensity-signal transfer
function and PS may be combined in a way that is analogous
to the concept of generalized NEQ (GNEQ) in X-ray imaging
systems [8], [12], [32], [33]. This provides one example of how
the derived statistical properties may be used to characterize
the quality of the intensity signal.

The derivation in the following pages uses a continuous
system model that provides mathematical intuition for
the results. Many of the expected values needed for this
derivation are technical in nature, and have been placed in the
Supplementary Material for this paper in the interest of clarity
and space. We show how point statistics (mean and variance)
from the derived expressions lead to an SNR of 1, as reported
previously [2], [3]. We also provide a brief discussion of
the effects of discretization, based on developments in the
Supplementary Material. We then describe two validation
studies of the expressions for statistical properties of intensity
signals. These are comprised of a simulation study in which all
the assumptions of the analytic expressions are met, and data
from a real system applied to a uniform scattering phantom.
The real system shows that these expressions can be applied
to predict the intensity statistics of a real device. As a final
demonstration of a potential use for the statistical properties
derived here, we describe a GNEG comparison of two
simulated systems with different pulse bandwidths to show that
in addition to improving system resolution, higher bandwidth
can lead to improved low-frequency signal quality as well.

II. THEORY

The main theoretical contribution of this paper is the
derivation of the mean and autocovariance function of the
pulse-echo intensity signal in a linear-systems context. In
this section, we describe the mathematical model of image
formation and signal processing. In the interest of presenting
the results clearly and concisely, we have put most of the
technical derivations of the intensity signal statistics into the
Supplementary Material associated with this paper. References
to sections or equations in the Supplementary Material are
preceded by an “S.”

A. System Model

RF pulse-echo ultrasonic transducer arrays acquire data as
a time signal received over a subaperture and focused through

a beamforming operation. These time signals are interleaved
across different subaperture positions. For simplicity in the
derivations that follow, we will assume that the beam-formed
RF data have been scan-converted from a time signal to a
2-D array of spatial position, g(x, z), where x represents
the lateral dimension of the plane and z represents the axial
dimension. This allows us to represent signal formation for
a shift-invariant system as a convolution operation. Let rx(t)
represent the pulse-echo time signal for a subaperture located
at position x ; then, we define the converted RF data to be
g(x, z) = rx (2z/c), where c is the speed of sound in the
medium.

Under the assumption of a locally shift-invariant acquisition,
we model signal formation as a noisy 2-D spatial convolution
with the underlying object

g(x, z) =
∫ ∞

−∞
dx̃dz̃h(x − x̃, z − z̃)γ (x̃, z̃) + ε(x, z) (1)

where h(x, z) is the system function based on backscatter as
the pulse propagates through the object of interest, and ε(x, z)
represents acquisition noise. Note that we use the convention
of indicating the variables of integration as the differentials
immediately following the integration symbol, and so

∫
dx̃dz̃

indicates a 2-D integral over x̃ and z̃. Zemp et al. [5] have
given a detailed description of the physics relating h in (1)
to transducer properties, such as the driving voltage of the
system, the electromechanical impulse response, and the
transmit impulse response. The object scattering function,
γ (x, z) in (1), represents deviations from the average acoustic
impedance of the tissue, which combines the bulk material
properties of density and compressibility. In the Fourier
domain (the caret symbol, ˆ, is used to indicate a Fourier
transform), where u and v represent spatial frequencies
corresponding to x and z, the convolution operation in (1)
becomes a simple multiplication

ĝ(u, v) = ĥ(u, v)γ̂ (u, v) + ε̂(u, v) (2)

which is a consequence of the shift-invariance assumption.

B. RF Statistical Properties

We treat both the object and the noise in (1) as samples
from zero-mean Gaussian stochastic processes. For the object,
a Gaussian process is used to model the impedance variability
that leads to incoherent backscatter. The statistical properties
of the scattering object are characterized by the autocovariance
function (equivalent to the autocorrelation function because of
the zero-mean property), which we model as

�γ (x, z, x ′, z′) = 〈γ (x, z)γ (x ′, z′)〉
= σ 2

Obj(x, z)δ(x − x ′)δ(z − z′) (3)

where the angle brackets indicate a mathematical expectation,
and σ 2

Obj(x, z) may be thought of as a variance map charac-
terizing the scattering strength of the object. The Dirac delta
functions in (3) impose the property that the object reflectivity
is essentially uncorrelated at the scales of interest.
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The noise process is also characterized by an autocovariance
function

�ε(x, z, x ′, z′) = 〈ε(x, z)ε(x ′, z′)〉. (4)

It is often the case that we can assume a stationary autoco-
variance function

�ε(�x,�z) = 〈ε(x, z)ε(x + �x, z + �z)〉. (5)

The noise is presumed to be statistically independent of
γ (x, z). In this situation, we find it useful to characterize
the noise in terms of its PS, Sε(u, v), which is defined as
the Fourier transform of the autocorrelation function. In the
Fourier domain

〈ε̂(u, v)ε̂(u′, v ′)〉 = Sε(u, v)δ(u − u′)δ(v − v ′) (6)

where the overbar (−) indicates the complex conjugate. For the
common choice of bandlimited white noise, the PS is constant
within the band limits, |u| ≤ Bx and |v| ≤ Bz , which are often
determined indirectly by the sampling rates of the system and
associated filters.

The resulting autocovariance function for the RF echo data
is given by

�g(x, z, x ′, z′) = 〈g(x, z)g(x ′, z′)〉
=

∫ ∞

−∞
dx̃dz̃h(x − x̃, z − z̃)h(x ′ − x̃, z′ − z̃)

×σ 2
Obj(x̃, z̃) + �ε(x, z, x ′, z′) (7)

where the second expression is obtained from (1), (3), and (4),
and the assumption of independence between ε(x, z) and
γ (x, z). Note that if the variance map in (3) is constant over x
and z, σ 2

Obj(x, z) = σ 2
Obj, then the RF data may be considered

a stationary Gaussian process with PS

Sg(u, v) = |h(u, v)|2σ 2
Obj + Sε(u, v). (8)

This is consistent with previous work [5].

C. Intensity Computation

The making of a B-mode image involves demodulating the
RF signal to account for the carrier frequency of the pulse.
One common way to implement this is through the formation
of a filtered analytic signal by the operation

a(x, z) =
∫ ∞

−∞
dudve2π i(ux+vz)q̂(u, v)ĝ(u, v) (9)

where q̂(u, v) is the demodulation filter. The standard choice
is q̂(u, v) = 2Step(v), where the step function is 0 for negative
arguments and 1 for positive arguments. However, we will treat
this function generically, since it is possible to implement axial
smoothing in the form of an upper limit on the v frequency,
or lateral smoothing through an apodizing profile in u. Note
that an asymmetric spatial-frequency filter profile results in
a complex-valued spatial function. Once the filtered analytic
signal has been calculated, the intensity signal is given by the
squared magnitude of the analytic signal

I (x, z) = a(x, z)a(x, z) = |a(x, z)|2. (10)

It should be noted that there may be several additional steps
in the creation of a displayed image, such as downsampling,
interpolation, and intensity transformations. Our purpose here
is to characterize the statistical properties of the intensity
signal as computed by (10).

D. Intensity Statistics

Equations (9) and (10) link the intensity signal to the
RF data, and hence, deriving statistical properties of intensity
signal is a matter of propagating the RF statistics through the
demodulation and intensity computations. The demodulation
step in (9) is a (complex) linear operation, and so propagation
of statistics is well understood even without the complete
specification of a probability distribution of the RF signal.
However, the intensity computation in (10) is nonlinear, which
requires stronger distributional assumptions on the RF for an
analytic result, in this case, Gaussian assumptions.

We define two quantities that will be of use in characterizing
the statistical properties of the intensity signal. The first we
refer to as the analytic system function, defined by applying
the demodulation filter to the pulse profile

ha(x, z) =
∫ ∞

−∞
dudve2π i(vx+uz)q̂(u, v)ĥ(u, v). (11)

Note that in the absence of noise in (1), the analytic system
function can be thought of as the kernel of a linear transforma-
tion from the object scattering function directly to the analytic
signal (see Equation S2). The second quantity of interest we
define is the system intensity function, which is given by

hI (x, z) = |ha(x, z)|2. (12)

Section S1 of the Supplementary Material for this paper shows
that the statistical properties of the intensity signal rely on
various expectations involving the analytic signal. The two
critical expectations for the intensity mean and autocovariance
functions are derived there.

1) Mean Intensity: The mean intensity is derived in
Equation S12 of the Supplementary Material as

μI (x, z) =
∫ ∞

−∞
dx̃dz̃h I (x − x̃, z − z̃)σ 2

Obj(x̃, z̃)

+
∫ ∞

−∞
dudv|q̂(u, v)|2Sε(u, v). (13)

This shows that the mean of the intensity signal is a convo-
lution of the variance map with the system intensity function,
with an additional nonnegative constant determined by the
effect of the demodulation filter magnitude applied to the noise
PS. In this context, hI acts as a point-spread function that
maps the spatial variance map of the object to the mean of the
intensity signal. The Fourier transform of hI can be interpreted
as the system transfer function from the variance map to the
intensity signal.

2) Intensity Covariance: The autocovariance function of the
intensity signal is derived in the Supplementary Material as
a fourth-order expectation of the analytic signal. It is given
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in Equation S15 as

�I (x, z, x ′, z′)

= |
∫ ∞

−∞
dx̃dz̃ha(x − x̃, z − z̃)ha(x ′ − x̃, z′ − z̃)σ 2

Obj(x̃, z̃)|2

+
∣∣∣∣
∫ ∞

−∞
dx̃dz̃ha(x − x̃, z− z̃)ha(x ′ − x̃, z′ − z̃)σ 2

Obj(x̃, z̃)

+
∫ ∞

−∞
dudve2π i(u(x−x ′)+v(z−z′))|q̂(u, v)|2Sε(u, v)

∣∣∣∣
2

.

(14)

We will see in Section III below that the first term in this sum,
which we refer to as a “coherence term,” is often quite small
relative to the second and may often be neglected. In this case,
we can eliminate the term to get

�I (x, z, x ′, z′)

=
∣∣∣∣
∫ ∞

−∞
dx̃dz̃ha(x − x̃, z − z̃)ha(x ′ − x̃, z′ − z̃)σ 2

Obj(x̃, z̃)

+
∫ ∞

−∞
dudve2π i(u(x−x ′)+v(z−z′))|q̂(u, v)|2Sε(u, v)

∣∣∣∣
2

.

(15)

Equations (13)–(15), and their discrete analog in the
Supplementary Material (Equations S25–S27, and S35–S37),
represent the main theoretical results of this paper. They show
how the echo intensity mean and autocovariance function are
directly related to the analytic system function, the object
variance map, and the acquisition noise PS under relatively
common Gaussian assumptions for fully developed speckle
and an isoplanetic imaging system over the region of inter-
est (ROI). In these expressions, the system is assumed to be
shift invariant, but the underlying object scattering function
may be nonstationary.

E. Special Cases

Two special cases are useful for considering the derived
statistical properties of intensity signals in Section II-D. The
first is the case of point statistics, specifically the mean and
variance at a point (x, z). The mean intensity at a point is
given by (13). The variance, given by (15) with x ′ = x and
z′ = z, is

�I (x, z, x, z) =
∣∣∣∣
∫ ∞

−∞
dx̃dz̃h I (x̃ − x, z̃ − z)σ 2

Obj(x̃, z̃)

+
∫ ∞

−∞
dudv|q̂(u, v)|2Sε(u, v)

∣∣∣∣
2

(16)

which is seen to be the square of the mean value given in (13).
Thus, (13) and (16) reproduce the known result [1] that the
pointwise SNR of the intensity signal is unity

μ2
I (x, z)

�I (x, z, x, z)
= 1 (17)

regardless of the signal and noise properties of the RF signal.
When the envelope signal (V = √

I ) is considered, this SNR
is 1.91.

The second limiting case we consider involves conditions
in which the intensity signal may be considered stationary.

The mean intensity in (13) and covariance function in (15)
will generally be nonstationary when there is structure in
the variance map. However, if the variance map is stationary
(i.e., σ 2

Obj(x, z) = σ 2
Obj irrespective of x and z), then both

the mean and the autocovariance function are stationary.
A constant variance map causes the mean intensity in (13)
to be constant irrespective of x and z, given by

μI =
∫ ∞

−∞
dudv|q̂(u, v)|2Sg(u, v) (18)

where Sg(u, v) is the PS of the RF signal given in (8). For the
autocovariance function, a constant variance map allows the
function to be written in terms of two arguments, �x = x −x ′
and �z = z − z′. In this case, it is straightforward to derive
the stationary autocovariance function from (15) as

�I (�x,�z) =
∣∣∣∣
∫ ∞

−∞
dudve2π i(u�x+v�z)|q̂(u, v)|2Sg(u, v)

∣∣∣∣
2

.

(19)

Note that this is seen to be the square of the mean value
in (18) for �x = �z = 0, showing that these expressions also
obey the SNR relation in (17). To evaluate the autocovariance
function, the inverse Fourier transform of |q̂(u, v)|2Sg(u, v)
is computed, and then, the squared modulus of this quan-
tity is taken. The Fourier transform of �I (�x,�z) may be
interpreted as the PS of the intensity signal. This approach
is adapted to discretely sampled signals in the Supplementary
Material.

F. Discrete Systems

The continuous formulation in Section II-A to Section II-E
is useful for understanding how the various components of
an imaging system combine with the incoherent scattering
profile of the object to determine the statistical properties of
the echo intensity signal. There are cases where the various
integrals can be solved analytically, and others where only
numerical solutions are possible. However, experimental data
are acquired through sampling, and in many cases of interest,
particularly simulations of the sort we use in Section III, the
object will be defined on a spatial grid of sample points as
well. The data formation analogs of (1) utilize continuous-
to-discrete and discrete-to-discrete linear transformations [6].
A more thorough development of discrete signal statistics
is given in the Supplemental Material that accompanies this
publication. Because of their use in Section III, a few discrete-
to-discrete results from that document are given here.

Instead of the spatial position variables, x and z, we denote
a discrete array of sampled RF data as a function of lateral
and axial indices, n and m. Brackets are used [ ] to indicate
functions of a discrete index. So an array of sampled RF data
is g[n, m], where n = 0, . . . , N − 1, and m = 0, . . . M − 1.
The lateral spacing of samples is given by �x , and the axial
spacing is given by �z. We also replace the spatial frequency
variables, u and v, by discrete spatial frequency indices,
k and l. The discrete analog of the mean intensity function
in (13) is given by an array of mean values in Equation S35
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of the Supplementary Material as

μI [n, m] = (�x�z)2
N−1∑
ñ=0

M−1∑
m̃=0

hI [n − ñ, m − m̃]σ 2
γ [ñ, m̃]

+ 1

N M

N−1∑
k=0

M−1∑
l=0

|q[k, l]|2Sε[k, l]. (20)

Note that the pulse intensity function is now viewed as a
discrete-to-discrete kernel that acts on a discrete variance map.
The constant term is now determined by the discrete PS of the
acquisition noise, and the squared modulus of the (discrete)
demodulation filter. The discrete analog of intensity-signal
autocovariance function in (15) is seen in Equation S36 of
the Supplementary Material to be

�I [n, m, n′, m′]

=
∣∣∣∣∣(�x�z)2

N−1∑
ñ=0

M−1∑
m̃=0

ha[n − ñ, m − m̃]

× ha[n′ − ñ, m′ − m̃]σ 2
γ [ñ, m̃]

+ 1

N M

N−1∑
k=0

M−1∑
l=0

|q̂[k, l]|2Sε[k, l]e2π i( k(n−n′)
N + l(m−m′)

M )

∣∣∣∣∣
2

.

(21)

Here, the analytic pulse profile and its complex complement
are used as a discrete-to-discrete kernel acting on the variance
map.

Simplifications of these expressions occur for a uniform
scattering field (i.e., σ 2

γ [n, m] = const.) and when the discrete
convolution can be approximated as circulant (i.e., with wrap
around). As shown in Equation S40, the constant mean of the
intensity signal is a constant given by

μI = 1

N M

N−1∑
k=0

M−1∑
l=0

|q[k, l]|2Sg[k, l] (22)

and the autocovariance function is given by

�I [�n,�m]

=
∣∣∣∣∣

1

N M

N−1∑
k=0

M−1∑
l=0

|q̂[k, l]|2Sg[k, l]e2π i
(

k�n
N + l�m

M

)∣∣∣∣∣
2

(23)

as seen in Equation S41, where Sg[k, l] is the discrete PS of
the RF data (see Equation S39).

III. VALIDATION STUDIES

We present two validation studies of the statistical properties
derived in Section II, a simulation study and a study performed
on a physical phantom with a real system. The Monte Carlo
simulations test our findings under the assumptions of a
scattering medium generated by a Gaussian random process.
The purpose of the simulation study is to verify that: 1) the
mean and autocovariance functions in (20) and (21) accurately
predict sample estimates of the quantities and 2) the coherence
term in (14) (or S36) is indeed relatively small and may often
be neglected. The physical phantom is used to check how
well the RF autocovariance function can be used to predict
the intensity PS using (23).

Fig. 1. Simulated system properties. Plots show (A) 7-MHz, 60% bandwidth
axial pulse profile and (B) resulting axial signal spectrum at 25-dB eSNR.
(C) Displayed sensitivity function shows the lateral component of the pulse.
(D) Intensity image shows the speckle pattern arising from a uniform
scattering field.

A. Simulated System Model

Various characterizations of this simulated imaging sys-
tem are shown in Fig. 1. We model a pulse profile that is
a Gaussian-modulated sinusoid with a center frequency of
7 MHz and fractional bandwidth [full-width at half-maximum
(FWHM)] of 60% across the pulse PS [Fig. 1(A) and (B)].
The axial sampling rate is 40 MSamples/s. We assume white
Gaussian acquisition noise with an echo SNR (eSNR) of 30 dB
in the focal region at a depth of 4 cm in a scattering medium
with fully developed speckle. The lateral pulse profile [Fig.
1(C)] is assumed to be governed by the wavelength, transmit
aperture size, and depth of focus.

The resulting system function, h(x, z), is parameterized by
an amplitude (A), a Gaussian envelope (with width parame-
ters σx and σz), and a spatial frequency carrier ( fc) to obtain

h(x, z) = −Ae
− 1

2

((
x
σx

)2+
(

z
σz

)2
)

cos(2π fcz). (24)

For a 7-MHz pulse profile and an attenuation-free propagation
path at a sound speed of 1540 m/s, the peak spatial frequency
is given by 9.09 mm−1. A 60% fractional bandwidth leads
to an axial envelope parameter of σz = 0.069 mm in (24).
A transmit aperture size of 19.2 mm and 4-cm depth of focus
lead to a lateral envelope parameter of σx = 0.195 mm.
The axial direction is sampled at an interval of 0.0193 mm
(40 MSamples/s), and the lateral direction is sampled at an
interval of 0.1 mm. We simulate 192 transmit subaperture
windows (Nx ) and 1024 axial samples (Nz ) for a field of
view that is approximately square (19.7 mm in depth and
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Fig. 2. Comparison of point statistics. (A) Simulation was run with a
variance map depicting a 1-cm-diameter hypoechoic lesion. (B) Sample image
shows the characteristic speckle pattern of intensity images. The plots compare
(C) mean intensity and (D) intensity variance on a vertical line through the
center of the hypoechoic region. Simulation statistics were computed from
1000 replications of the simulation procedure, and theoretical predictions were
computed using Equations S35 and S37.

19.2 mm wide). An example of the intensity image from a
uniform scattering field is shown in Fig. 1(D).

B. Comparison of Statistical Properties in Simulation

As a test of the derived expressions, we compare the mean
intensity from Equation S35 [the discrete analog of (13)] to
the average intensity computed from 1000 replications of the
simulation. In each replication, an independent nonstationary
scattering function is sampled from a multivariate Gaussian
distribution consistent with the variance map in Fig. 2(A),
and an independent realization of acquisition noise is sampled
from a Gaussian white noise process. The object variance map
contains a clearly visible anechoic “lesion” in the center with
a diameter of 1 cm, as seen in Fig. 2(B). The comparison plot
shown in Fig. 2(C) suggests very good agreement between
the theoretical mean (20) and the empirical average of the
intensity signal. The average relative error across the plotted
values is 3%.

The variance comparison plot in Fig. 2(D) also shows
good agreement between the theoretical variance (21) and
the empirical variance measured across the 1000 simulations.
In this case, the average relative error is 8%, which reflects
lower stability of variance estimation.

An evaluation of the coherent scattering term in Equa-
tion S36 [the discrete analog of (14)] finds it generally to

Fig. 3. Uniform scattering phantom. A B-Mode image of the agar scattering
phantom is shown with the ROIs for spectral analysis indicated on the left.
The image was acquired on an Anteres system linear array with a center
frequency of 7.2 MHz. The image has a depth range of 25 mm (15–40 mm)
and a width of 19.2 mm. The three ROIs span the lateral dimension, and are
centered at 18, 30, and 38 mm in depth. Each ROI consists of 128 samples
in the axial dimension and 128 samples in the lateral dimension.

be considerably smaller than the incoherent scattering term,
0.04% on average. However, it achieves a peak contribution
of 6.2% relative to the intensity variance at the borders of the
lesion. This peak in the coherence term is influenced by the
large variation (100%) in the object variance map inside and
outside the hypoechoic “lesion.” If, instead, the lesion interior
is defined by a 50% reduction in scattering variance, the peak
relative contribution of the coherence term drops to 0.19%.
These relatively small values suggest that neglecting this term
will have little effect on analyses at lower contrasts that have
less abrupt changes in the variance map.

C. Statistical Properties in a Scattering Phantom

Equations (19) and (23) show that under the assumption
of a uniform scattering field (i.e., a constant variance map),
the PS of the intensity image is directly related to the PS of
the RF data. This provides us an opportunity to check the
methodology in a real system using a relatively simple uniform
scattering phantom. For this purpose, a gelatin phantom with
a uniformly random mixture of cornstarch-particle scatterers
was imaged with a Siemens Antares system transmitting
7.2-MHz pulses and sampled at 40 MSamples/s. eSNR in the
phantom was approximately 36.4 dB. RF data were collected
from the phantom in 66 different locations in order to obtain
different (random) arrangements of the scatterers. The data
acquisition included 1280 axial samples ranging in depth from
15 mm to almost 40 mm, and 256 lateral samples ranging
from −19.2 to 19.2 mm from the center of the transducer.
Fig. 3 shows a B-mode image of the scattering phantom.
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Fig. 4. Scattering phantom data. (A) RF Data from the 128×128 sample ROI
at 30-mm depth is shown as a scan-converted image with the corresponding
(B) intensity image shown after logarithmic amplitude compression. The
longer horizontal direction of the images is due to the different axial and
lateral sampling intervals (0.0193 and 0.15 mm, respectively).

Fig. 5. Power spectra. PS estimates across 66 different locations on
the scattering phantom are shown for the scan-converted (A) RF data and
(B) intensity images. (C) Predicted PS derived from Equation S39 is also
shown. Note that axial frequencies range from −16 to 16 cyc/mm, and lateral
frequencies range from −3.3 to 3.3 cyc/mm, resulting in equal frequency
increments in the PS images.

As seen in Fig. 3, the correlation length (i.e., speckle size)
changed with depth. To restrict analysis to an area with more
uniform statistical properties, a central ROI was used that
consisted of 128 axial samples and 128 lateral samples. The
axial range of the ROI was 2.5 mm and the lateral range was
19.2 mm, as indicated in Fig. 3. Because of the changing
speckle size, we would expect somewhat different results for
an ROI taken from a different axial depth.

RF data were converted to an intensity image according to
Equations S17 and S18 [the discrete analog of (9) and (10)],
using a demodulation filter [q̂(u, v)] that had a value of 2 for
axial frequency index values of 1–63 (0.20–12.78 cyc/mm),
and zero otherwise. Fig. 4 shows example ROI images for
the RF data and the resulting intensity signal, both scan
converted into images. Sample estimates of the image PS for
the deepest ROI are shown in the RF and intensity domains in
Fig. 5(A) and (B). Note that a window function was used in
the PS estimates to reduce the effects of spectral leakage [30],
since the data were not periodic. A circular window function
was used across x and z samples that was constant out to
a distance of 32 samples from the center of the ROI, and
then, a cosine roll-off was used from distances of 32 samples

Fig. 6. Intensity PS plots. Estimated intensity PS plots along (A) axial and
(B) lateral dimensions are shown by solid lines color coded for the axial
depth of the ROI. The predicted intensity PS is shown for each depth using
a dotted line with the same color.

to 64 samples. The window was zero for samples outside a
64 sample-distance range.

Fig. 5(C) shows the predicted PS using (23), which was
used to generate an autocovariance function before computing
the Fourier transform. Good qualitative agreement is seen
between the intensity PS images [Fig. 5(B) and (C)], which
are shown using the same intensity window (10–60 dB).
Plots of the measured and predicted intensity power spectra
along the axial frequency line are shown in Fig. 6. These
suggest good agreement between measurements and theory,
with errors less than 3.5 dB for frequencies between 0.1 and
10 cyc/mm. Some larger discrepancies occur at lower frequen-
cies (below 0.1 cyc/mm), where the prediction is higher than
PS estimates, and at higher frequencies (above 10 cyc/mm)
where the prediction is less than the PS estimate. We believe
that the discrepancies are due to the use of the window
function in the PS estimate, which was not modeled in (23).

IV. DISCUSSION

Sections II and III show how the model of signal formation
for RF data can be used to propagate statistical properties
through to the intensity signal under Gaussian assumptions
on the reflectivity function. This provides analytic expressions
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for the mean and autocovariance function of intensity data.
The Supplementary Material shows how these concepts are
extended to account for sampling effects. In this section, we
discuss some ramifications of these developments.

As described in Section II, the intensity computation (10)
involves a nonlinear process that complicates the analysis of
statistical properties in the intensity signal. Our theoretical
work builds on earlier results by Wagner et al. [3] that allows
for first and second moments (i.e., mean and autocovariance)
of the intensity signal to be calculated. We have extended
Wagner’s analysis, which focused on two-point statistics, to
a linear systems approach where individual points are placed
in the context of a system function and acquisition noise.

We find in (13) that the mean intensity signal can be
regarded as a convolution of the object variance map with the
system intensity function defined in (12), with an additional
constant related to the acquisition noise. In this scenario, the
system intensity function acts like a point-spread function, and
its Fourier Transform, ĥ I (u, v), can be used to characterize
the transfer properties of the imaging system for the object
variance map. The derived autocovariance functions, given
in (14) and (15), are shown to be dependent on the variance
map of the object as well as the noise, and hence, the variance
properties of the intensity signal will generally be object-
dependent. We have shown how this leads to the intensity
SNR = 1 relationship in (17).

The object dependence of the autocovariance function
makes it difficult to characterize variability in the frequency
domain by a PS in a general way, since a nonuniform
variance map leads to a nonstationary autocovariance function.
However, if we restrict attention to low-contrast effects, which
implies a nearly uniform variance map, then we can recover a
meaningful PS analysis by taking the Fourier transform of the
stationary autocovariance function in (19). We denote this PS
as SI (u, v). If this low-contrast analysis is acceptable, then we
may use the statistical properties derived here to characterize
the quality of acquired intensity signals.

A. Characterizing Acquisition Through Generalized
Noise-Equivalent Quanta

Zemp et al. [12] described an approach to characterizing the
quality of ultrasound signals through the construct of GNEQ,
a quantity defined by Barrett et al. [34] and derived from
earlier works on photon imaging [8], [35]. The Zemp work
defined GNEQ for the RF data, and then showed how this
could be used to predict ideal-observer performance for the
envelope signal in the limit of low-contrast tasks.

Equations (18) and (19) describe the transfer and noise
properties of the intensity signal directly. To evaluate GNEQ of
the intensity signal, the Fourier transforms of hI (x, z) in (12)
and �I (�x,�z) in (19) are needed. Since �I (�x,�z) is the
autocovariance function of a stationary random process, its
Fourier transform is the PS denoted by SI (u, v). This allows
us to define a GNEQ for the intensity signal as a function of
spatial frequency by the ratio

GNEQI (u, v) = |ĥ I (u, v)|2
SI (u, v)

(25)

Fig. 7. GNEQ plots for different pulse bandwidths. GNEQ plots of 60% and
50% fractional bandwidth pulses are shown for 7-MHz pulse center frequency
on the axial frequency axis.

where the subscript I indicates that the quantity describes the
intensity signal.

As an example of GNEQI for system comparisons, we
revisit the simulation in Section III-A. In addition to the 60%
fractional bandwidth system model in (21), we also consider
a second system model that has 50% fractional bandwidth
(i.e., σz = 0.082 mm), but is, otherwise, identical.

The longer axial pulselength in the 50% bandwidth system
leads to a small improvement in eSNR from 30.0 to 30.8 dB.
However, Fig. 7 shows that GNEQI is uniformly higher for
the 60% bandwidth system. At low frequencies, GNEQI is
20% greater than the 50% bandwidth system. It also extends
to higher spatial frequencies. The half-max axial frequency
point of the 60% bandwidth system occurs at 9.47 cyc/mm,
compared with 7.96 cyc/mm for the 50% bandwidth system,
a 19% improvement in the frequency cutoff and a quantitative
measure of how much better the 60% bandwidth system is at
visualizing finer scale structures. These results conform to the
intuition that higher bandwidth is generally associated with
better performance at high resolution. The GNEQI plots also
adhere to the idea that low-frequency performance may also
be improved with a smaller speckle size, as has been noted
previously [2]. These performance predictions are a direct
consequence of the intensity statistics described earlier.

B. Assumptions and Limitations

Our approach to analyzing intensity statistics has allowed
us to derive multivariate statistical properties (i.e., mean
and autocovariance) of the intensity signal used to generate
B-mode images. Our approach uses a linear systems
framework that describes the intensity statistics in terms of a
shift-invariant 2-D system function, the acquisition noise PS,
and the demodulation filter used to make the analytic signal.
However, the approach made use of various assumptions that
may limit the applicability of the results.
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Most of these assumptions are fairly standard for work of
this nature, and have been used previously. The assumption
of a Gaussian statistical process that describes the reflectivity
function, a locally shift-invariant system model, and indepen-
dent stationary Gaussian acquisition noise have been used in
previous analyses of ultrasound signal statistics [2], [3], [29].
The assumption of cyclic correlations needed to justify the use
of finite Fourier transforms on discrete data is also relatively
common, and typically justified on the basis that the ROI for
analysis is not located near the image boundaries where the
assumption is least valid. Extending the current approach to
noncirculant correlations for discrete data can be achieved
using Toeplitz methods [36], but these will also increase
the complexity of the computations. While these assumptions
may be common, it is nonetheless important that investigators
consider them when applying this approach.

In this paper, we treat the system as a 2-D linear kernel,
which neglects aberration, reverberation, and other nonlin-
ear effects of acoustic propagation. In addition, we neglect
elevational effects in our system model as well as highly
nonstationary components, such as edge waves. Nonlinear
effects can be a limiting factor in many applications affecting
statistical characterization [37]–[40]. Nonetheless, the charac-
terization of imaging systems in situations where nonlinear
effects are not limiting may still be useful. It is our expec-
tation that the techniques derived here can be extended to
a fully 3-D nonshift-invariant system model with elevational
effects, albeit at the cost of somewhat increased complex-
ity in the formulas describing the mean and autocovariance
functions.

V. CONCLUSION

Under the shift-invariance assumption, our analysis shows
how the statistical properties of an ultrasonic intensity image
from an incoherent scattering medium depend on the transfer
function of the system, acquisition noise, and the demodulation
filter used to create the analytic signal. This analysis is made
difficult by the strong nonlinearity in the intensity computa-
tion. Our approach builds on the work of Smith et al. [1]
and Wagner et al. [3] who use a result from fourth-order
Gaussian correlations [30]. Our contribution has been to derive
the intensity statistics in the context of a locally shift-invariant
linear imaging system [5] that generates the RF data from
which an intensity image is computed. This allows us to
present general expressions for the multivariate mean and auto-
covariance of the intensity signal under the Gaussian assump-
tions (fully developed speckle) used by Wagner et al. [3].
We have analyzed special cases of these expressions for
point statistics (mean and variance) and a stationary scattering
medium (intensity point-spread function and PS).

We have verified the validity of our findings by comparing
statistical properties in a simulation and a commercial imaging
system. The simulation suggests that the coherence term in
the full autocovariance expression may be small enough to be
neglected in many circumstances. The experiment with data
from the Antares system shows that the RF PS can be used to
obtain a relatively accurate prediction of the intensity PS for
a uniform incoherent scattering medium.

Our results provide analytic expressions that can be used
when statistical properties are needed for evaluating the quality
of intensity images. As an example of how this may be
accomplished, we use the results to derive an intensity signal
analog of the GNEQ, and we show how this can be used to
evaluate the effect of axial fractional bandwidth in the system
model. The work here has focused on the intensity signal,
but previous findings suggest that reasonable compressions
of the intensity signal (e.g., envelope or log-envelope) should
have relatively little effect on the performance of the imaging
system [31].
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